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Abstract

Poudyal, Subash. Ph.D. The University of Memphis. August 2021. Multi-level
analysis of Malware using Machine Learning. Major Professor: Dr. Dipankar Das-
gupta.

Malware analysis and detection is a critical capability every business and organiza-
tion needs to defend itself against a growing number of cyber threats. For example,
ransomware, an advanced form of malware, makes hostage of user’s data and asks
ransom, usually in crypto-currencies, to remain anonymous. Significant efforts have
been undertaken to combat these attacks, but the threat factors are dynamic, and
there lacks intelligent approach to defeat them. Thus, my study is focused on de-
signing a defensive solution against this advanced malware, i.e., ransomware. Many
tools and techniques exist that claim to detect and respond to malware. However,
such methods rely primarily on static features, rigid signatures, and non-machine
learning approaches. Recent tools advertise to have used machine learning tech-
niques but often lack the explainable component, often miss the zero-day malware,
and have high false positives. A smart artificial intelligence (AI) technique with
deep analysis, worthy feature analysis, and selection could have provided a height-
ened sense of proper security. This study uses an Al-powered hybrid approach to
detect ransomware. Specifically, I proposed a deep inspection approach for multi-
level profiling of crypto-ransomware, which captures the distinct features at DLL
(Dynamic Link Library), function call, and assembly levels. I showed how the code
segments are correlated at these levels for studied samples. My hybrid multi-level
analysis approach includes advanced static and dynamic methods and a novel strat-
egy of analyzing behavioral chains with Al techniques. Moreover, association rule
mining, natural language processing techniques, and machine learning classifiers are
integrated for building ransomware validation and detection model. Experiments

with samples from VirusTotal exhibited that multi-level profiling can better detect

v



ransomware samples among other malware families and benign applications with
higher accuracy and low false-positive rate. The multi-level feature sequence can be
extracted from most of the applications running in the different operating systems;
therefore, I believe that my method can detect ransomware and other malware fam-

ilies for devices on multiple platforms.



Table of Contents

Abstract iv
1 Introduction 1
1.1 Terminology . . . . . . . . . . .. 4
1.2 Malware Components . . . . . . . . . . . . . ... ... 6
1.3 Ransomware attack anatomy . . . . . . .. ... o000 11
1.4 Cryptographic operations . . . . . . . . ... . ... ... 15
1.5 Machine Learning . . . . . . . . . .. .. oo 16
1.6 Association Rule Mining . . . . . . . . ... ... ... L. 21
1.7 Natural Language Processing (NLP) . . ... ... ... ... .... 22
1.8 Research contribution . . . . . . . .. ..o 24
2 Background and Related Work 26
2.1 API analysis based detection techniques . . . . . . .. .. ... ... 29
2.2 PE file features based detection . . . . .. ... ..o 32
2.3 1/0 file system based detection . . . ... ... ... ... ... ... 32
2.4 Defense by encryption tracking . . . . .. ... ... ... 33
2.5 Detection in mobile platform . . . . . . . . ..o 34
2.6 Network based detection . . . . . . ... ... .. ... . .. 34
2.7 APT attacks and detection . . . . . . . .. ... ... ... ... 35
3 Proposed Research 37

4 Static Analysis based Machine Learning Framework for Ransomware

Detection 39
4.1 Proposed Methodology . . . . . . . . .. ... ... 39
4.2 Experiments and Results . . . . . .. .. ..o 44

vi



4.3 Model Building Analysis . . . . . .. .. ... ... ... ... 50
4.4 Cosine Similarity Analysis . . . . . . .. ... ... ... 51

4.5 Summary ... ... 52

A Multi-Level Ransomware Detection Framework using Natural Lan-

guage Processing and Machine Learning 53
5.1 Proposed Methodology . . . . . . . . . . ... ... ... ... ... 53
5.2 Workflow of detector engine . . . . . . .. ... ... ... 56
5.3 Experiments and analysis . . . . . ... ... L. 63
5.4 Summary . o.o.o. ..o 70
Hybrid Analysis Technique for Ransomware Detection 72
6.1 Al-powered ransomware detection Framework . . . . .. .. ... .. 72
6.2 Dataset and experiments . . . . . . . . .. ... ... ... 7
6.3 Summary . . ... 78

Analysis of Crypto-Ransomware using ML-based Multi-level Behav-

ior Profiling 80
7.1 Hybrid Reverse Engineering at Multiple Levels . . . . . . . . .. . .. 80
7.2 Use of Machine learning . . . . . . . . . ... ... .. 84
7.3 HMLP based detection and Behavioral Chaining . . . . . . . . .. .. 88
7.4 Experiments . . . . . ... 106
7.5 Designing a prototype system AIRAD . . . . . . ... ... ... ... 111
7.6 Summary ... ... 114

Malware Analytics: Review of Data Mining, Machine Learning, and

Big Data Perspectives 115
8.1 Challenges . . . . . . . . .. 115
8.2 Data Mining Perspective . . . . . . . . . ... oL 117
8.3 Machine Learning Perspective . . . . . . . . ... ... ... .. 118

vil



8.4 Big Data Perspective . . . . . . . ..o 120

8.5 Detection Approach . . . . . . . ... oo 122
8.6 Current Research techniques . . . . . . . .. ... ... ... .. ... 124
8.7 Openissues . . . . . . . . . . e 127
8.8 Proposed Framework . . . . . . . ... ... ... .. 130
8.9 Summary . . . .. .. 131
9 Conclusion and Future Work 133
Bibliography 136

viii



© oo N O

List of Figures

Malware classification . . . . . . . . .. ... L oo
Timeline of ransomware families . . . . . . . . .. ... .. ... ...
Ransomware Families . . . . . . .. .. ... ...
DDoS attack rising fast . . . . . .. ..o
Steps in thread injection . . . . . . . ... ... ... ... ... ...
Interaction in C&C Server . . . . . . . .. ... L.
Basic anatomy of Ransomware attack . . . . .. ... ... ... ...
Phishing . . . . . . . .
Ransomware attack pattern . . . . . . ... ..o
Advanced persistent threat life-cycle . . . . . . ... ... ... ...
Framework for detection . . . . . . .. ... ...
Comparison of filesizes . . . . . . . .. .. ..o
Accuracy comparision . . . . ... ...
Model building time . . . . . .. ..o
Heatmap for Similarity Score among Ransomware Family . . . . . . .
MultDect: Multi-level ransomware detection framework . . . . . . . .
Workflow of detector engine . . . . . .. .. ... ...
Life cycle of a binary file . . . . . . .. .. .. ...
PE file format . . . . . . ...
Hierarchy of windows DLL . . . . . . . ... ... ... .. ... ...
Hierarchy of function calls and assembly instructions . . . . . . . ..
Apache Spark framework . . . . .. ...
Bigdata framework for Malware analysis . . . . .. .. .. ... ...
Logistic regression accuracy for N-gram TF-IDF at multi-level . . . .
Al-powered ransomware detection framework . . . . . . . . . ... ..

Sample yararule . . . . . . ...

X

o O s~ W



27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46

Al-powered ransomware detection framework . . . . . . . . .. .. .. 89

AIRaD workflow showing behavioral chains . . . . . . . .. ... ... 91
Behavioral chain for system profiling . . . . .. ... ... ... ... 92
Behavioral chain for deletion . . . . . . . ... ... 93
Ransomware signature based on delete identification behavior . . .. 94
Disassembled code to check default user language . . . . . . .. ... 99
Self Delete . . . . . . . . . . 105
Confusion Matrix . . . . . . .. ... L0 o 108
Welcome screen of AIRaD tool . . . . . . .. .. ... ... 112
AT techniques selection for AIRaD tool . . . . . . .. ... ... ... 112
RE techniques selection for AIRaD tool . . . . . . .. ... ... ... 113
Ransomware Analysis Tool . . . . . . . . .. ... ... ... .. ... 113
Data Mining process . . . . . . . . . . ... oo 118
Machine learning perspective . . . . . . . . ... 119
Apache Hadoop framework . . . . . . ... ... ... ... ... ... 121
Apache Spark framework . . . . ... ..o 122
Bigdata framework for Malware analytics . . . . . . .. .. ... ... 123
Papers surveyed over a year . . . . . .. ... 127
Openissues . . . . . . . . e 128
Proposed framework for Malware Analytics . . . . . . ... ... ... 130



10

11

12

13
14

15
16
17
18
19

List of Tables

Recent ransomware families with some properties . . . . . . . . . ..
Ransomware families . . . . .. .. .. ... 0oL
Machine learning algorithms evaluation for assembly level instructions
Machine learning algorithms evaluation for DLL level . . . . . . . ..
Machine learning algorithms evaluation for combined Assembly in-
structions and DLLs dataset . . . . . . . . .. ... ... ... ...
Ransomware detection accuracy for individual families . . . . . . ..
Number of unique N-gram features at multi-level . . . . . . . . . ..
Experiment 1: Machine learning algorithms accuracy evaluation for
n-gram probabilities at Dll level . . . . . . .. ... ... ...
Experiment 2: Machine learning algorithms accuracy evaluation for
n-gram probabilities at Function level . . . . . . . ... ... ... ..
Experiment 3: Machine learning algorithms accuracy evaluation for
n-gram probabilities at Assembly level . . . . . . .. ... ... ...
Experiment 4: Logistic regression accuracy evaluation for n-gram
TEF-IDF at multi level . . . .. .. ... .o oo
Experiment 5: Logistic regression accuracy evaluation for n-gram
TF-IDF at Combined multi level . . . . .. ... ... .. ... ...
Top 10 Trigram sequences at different levels . . . . . . .. ... ...
Machine learning algorithms’ evaluation for multi-level combined ap-
proach with term frequencies . . . . . . . . . . .. ... .. ... ...
Association rule mining at DLL level with score: 1.0. . . . . . . . ..
Association rule mining at function call level with score: 1.0 . . . . .
Association rule mining at assembly level with score: 1.0 . . . . . . .
Chain L: Self deletion . . . . . . . .. ... ... ... ... ... ..

Malware families and number of samples (with sizes) used . . . . ..

x1

45

48

48

49

49

66

66

67

67

67

67
68



20

21

22

23

24

25

Machine learning algorithms’ evaluation for multi-level combined ap-
proach with TF for two classes (Ransomware and benign samples) . . 108
Machine learning algorithms’ evaluation for multi-level combined ap-
proach with TF and Tri-gram TF-IDFs for two classes (Ransomware

and benign samples) . . ... ... Lo 109
Machine learning algorithms’ evaluation for multi-level combined ap-
proach with TF for multi-class malwares using Adaboost with J48
(Malware families and benign samples; accuracy: 94.58%) . . . . . . . 109
RPCR calculation for different crypto ransomware families . . . . . . 110
Comparison based on various factors of this framework against exist-

ing approaches . . . .. ... L 110
Summary of recent works for malware analytics (DM: Data mining,

ML: Machine learning, BD: Big data, ) . . . .. ... ... ... ... 123

xil



1 Introduction

Malware is any size piece of code or program that can cause minor to significant
damage to the user, computer, or network. The damage can be financial, repu-
tation, or psychological. Broadly the malware is classified [64, 110| as shown in
Figure 1. Malware analytics deals with different categories of malware written by
known or unknown adversaries or entities. These entities range from individual

hackers to organized groups, which are self or state-operated.

Malware
Replicators - Differenter Autonomous Direct Stealers
¥ Sniffers |
Virus Worm Logic Trojan Password
hash grabbers
Bombs Horse
| Keyloggers
Remotely » ¥ L4
attackers Adware Rootkit
Ransomware Backdoor/Bots

Figure 1: Malware classification |64, 110]

Before I briefly explain each malware categories I want to indicate that these classi-
fications are based on a generalization of essential features; however, each malware
category can exhibit the behavior of one or more malware categories.

Viruses and worms fall into the replicators category due to their replication behav-
iors. The virus attaches to the host program and replicates within the machine or
network where it has infected, but the worms can replicate and propagate without
the host program in the network. Spammers overload your email box or your we-

b/blog posts with massive amounts of data, which may put your site unresponsive



or defaced. In comparison, logic bombs execute when some specific conditions by
the malware writer are met. At the same time, Trojan horse may hide in your app

(e.g., calculator) and record all your actions (e.g., financial calculations).

Adware presents unwanted advertisement information and may steal user’s infor-
mation as well. They pop up and try to attract users to click them. Rootkits are
malicious code designed to hide the existence of other malware variants. For exam-

ple, they may hide the presence of the Adwares.

Direct stealers, mainly sniffers, keyloggers, and password hash grabbers try to steal
the user’s keyword typing events or other system events and capture credentials to

online and financial accounts, causing further damage to the victim.

Ransomware is a particular category of malware capable of remote communication
with a command and control server for key exchange purposes. They encrypt user’s
data and hold it until some specified payment is made via cryptocurrency. Back-
doors and bots allow the attacker to connect to the victim’s computer with little or

no authentication and execute commands on the local computer systems.

The first ransomware, AIDS Disk, was first spotted in 1989. The initial version of
ransomware used symmetric encryption. Archievus ransomware seen in 2006 was
the first to use asymmetric encryption. The most common ransomware families

are determined based on different reports from security and cyber defense compa-
nies, which include Kaspersky, SonicWall, WeLiveSecurity, and others [1, 2, 34, 37|.
Locky, TeslaCrypt, Cerber, GandCrab, Locker, WannaCryptor, TorrentLocker,
Locker, WannaCry, Stop, CryptoJoker, Dharma, and CrypoWall are the most com-
mon ones among the others. From 2006 to 2015, various versions of both symmetric
and asymmetric ransomware appeared. However, table 2 shows the timeline of ran-

somware for the last 10 years only [33, 39, 41].

Figure 3 shows ransomware families reported in the last three years based on attack

frequencies. These ransomware attacks and families are determined based on differ-



WinLock Premium SMS.
Reventon Appears as law enforcement fine.

Milestone Year Cryptoloker, CryptoWall Bitcoin for
Payment.

CryptoDefense, Cryptoblocker, SynolLocker, Torrent
Locker, CTBLocker, Simplocker.

PClock, CopyCat Ransomware,

TeslaCrypt, LowlLevel04.

Ransom32, 7ev3n, CryptxXXX.

Spora, DynA-Crypt, Samas, Wannacry, NotPetya,
Locky, Scarab.

Ransomcloud, GrandCrab, SamSam, KillDisk,
NewMada.

LockerGoga, vxCrypter, eChOraix, GermanWiper,
MegaCortex, REvil, GandCrab.

WannaCryptor, Cerber, Crysis, Sodinokibi, Stop,

Phobos, Dharma, WastedLocker, Ryuk, Maze,
NetWalker, Zeppelin.

Tycoon, Babuk, Darkside,....

Figure 2: Timeline of ransomware families

ent reports from security and cyber defense companies, which include Kaspersky;,
SonicWall, WeLiveSecurity, and others [1, 2, 34, 37]. Locky, TeslaCrypt, Cerber,
GandCrab, Locker, WannaCryptor, TorrentLocker, Locker, WannaCry, Stop, Cryp-

toJoker, Dharma, and CrypoWall are the most common ransomware families among

Table 1 shows different recent crypto-ransomware families with properties such as
propagation strategy, date when it first appeared, cryptographic techniques used,
and command and control (C&C) server used. According to this table, we can in-

fer that most recent ransomware families use the asymmetric encryption method

3
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Figure 3: Recent ransomware families(font size based on attack frequency) [1, 2, 34,
37]
to make the decryption task difficult for the victim. The propagation strategy has

been consistent with advanced social engineering tactics and exploits tools.

1.1 Terminology

Ransomware/Malware has evolved to become sophisticated malware, and reverse
engineering is becoming more challenging. The tug-of-war between defenders and
malware writers has created a continuous research scope. Most ransomware attacks
occur due to phishing emails which is a type of social engineering attack. This at-
tack can trigger a Denial of Service attack (DoS) or Distributed Denial of Service
attack (DDoS) attack and cause data breaches. A recent study shows that machine
learning techniques are more effective for malware detection.

Botnets typically cause DDoS attacks. A botnet is a network of devices that an
attacker has taken hostage to perform DoS or DDoS attack. DDoS attacks cause

a system to become unavailable as it cannot handle the flooding of requests from

multiple sources or devices. Due to this, the target machine cannot accept the le-
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Table 1: Recent ransomware families with some properties

Family Propagation strategy Date appeared | Cryptographic technique C&C Server
Cerber Email spam, RIG and magnitude exploit kit | 2015 RC4 and 2048-RSA IP range
TeslaCrypt Angler browser exploit kit 2015 AES-256 Tor anonymity network
Shade j\'lahclous web sites, exploit kits, 2015 256-AES Tor anonymity network
infected email attachments
Locky i}:{z?;aiagi?f:l;é\l QRuItgllei;f;?iOliztklt‘ 2016 RSA and AES Using DGA algorithm
Dharma Unprotected RDP port, Spam campaigns 2016 256-AES and 1024-RSA Random IPs/locations
Stop Malicious cmail attachments/advertisements, 2018 956-AES and 1024-RSA Listed address
torrent websites
GandCrab Spam emails, exploit kits 2018 AES and RSA Tor anonymity network/DGA
Ryuk TrickBot and RDP 2018 AES and RSA Internet-facing Mikrotik router
Anatova Spear phishing in private p2p network 2019 RSA and Salsa20 Listed address
Maze Malspam campaign, RDP attacks 2019 ChaCha20 and RSA Tor network
X25519 (an ECDH curve),
AgeLocker Age encryption tool of Google 2020 ChaChar20-Poly1305, Tor network
HMAC-SHA256
Snake Malspam campaign, RDP attacks 2020 AES-256 and RSA-2048 Listed address
WastedLocker | Fake browser update 2020 AES-256 and RSA-4096 Tor network
Conti Phishing emails, Server Message Block 2020 AES-256 and . Listed address range
’ hard-coded public key

Babuk Spear phishing 2021 Eﬁzgfz&& I:ies NA

. Spear phishing, Salsa20 and . §
Darkside umpatched vulnerability 2021 RSA-1024 Listed address

gitimate traffic and the service goes down. There was a significant increase in the

number of DDoS attacks during the COVID-19 period [3]. The attack trend can be

observed going upward in the graph shown in Figure 4.

Phishing is a social engineering attack technique where a user is lured to click a

malicious link in the email, document, blog post, or relay channels. The malicious

link is specially crafted in a seemingly legitimate email or posts that the user may

be very genuine but gets trapped. This user action allows the malware to be down-

loaded into your system and start its malicious behavior.

Reverse Engineering [74] is taking a binary file that is meant to be read by the

computer and using the opcodes to generate assembly, and then reading that as-

sembly to help accomplish whatever goals we may have. I performed the reverse

engineering using static analysis of the ransomware and normal binaries leveraging

the existing disassembler objdump [112], PE parser [31] and other advanced tech-

niques.

Machine learning allows a system to learn from data rather than through explicit

programs. Various supervised and unsupervised algorithms have been used to train
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the data, which helps to create a predictive model. This model then predicts the
outcome for the new or unseen sample. Machine learning approaches are exten-
sively used in various domains ranging from cybersecurity, health, education, busi-

ness, and space explorations.

Advanced Persistent Threat (APT) is a sophisticated technique used by an attacker
to remain undetected for a prolonged period causing significant damage to the vic-
tim’s resources. More organized criminals and gangs use APT to get into the sys-
tem and do lateral movement to find critical servers to launch further attacks. The

goal may be to steal data or lock the data/system for financial gains.

1.2 Malware Components

Malware comes in various forms with dynamic and unpredictable behavior. Most
malware families have the following components, which make malware fully func-

tional.



1.2.1 Payload

The payload is the code portion in a malware executable responsible for malicious
action such as deleting, blocking, or encrypting data, sending spam, and so on. The
remaining is the overhead code which does tasks such as spreading over the network

and avoiding detection.

1.2.2 Packer

A packer compresses the data for various reasons, such as easy transfer over the
network and avoids detection by anti-virus or monitoring tools. It uses several data
compression algorithms, which are: APLib, LZMA, LZSS, and ZLib. Malware writ-
ers use packers to obfuscate their code to thwart detection during infection, instal-
lation, execution, and propagation. The bad guy can encrypt the code and then
pack it to make the detection more difficult. In this case, even if the defender un-
packs the code, they still need to decrypt the code. A decompression stub is gen-
erally added at the entry point of the executable. This stub is a piece of code to

decompress the compressed data.

1.2.3 Persistence

Every malware tries to be persistent through every boot of the system to fulfill its

bad intention. Windows allows a program to start when it boots if:

The program is kept inside the startup folder.

The absolute path of the program points to the key in the registry database.

e Some program run as a service under the svchost.exe process

Programs absolute path is included in the certain batch and init files such as

autoexe.bat, wininit.ini, and winstart.bat.



1.2.4 Stealth

Malware tries to hide from victim and anti-virus tools by using various approaches:
- Simplest one is hiding the exe extension - Injecting its code into an already run-
ning legitimate process (thread injection, DIl injection, process hollowing). The
steps in thread injection are shown in Figure 5. Process hollowing is an old tech-
nique, but it is getting more popular being adapted by ransomware writers. In pro-
cess hollowing, a process is run in a suspended mode, and the malicious process

is attached to it to resume later. A rootkit is a technique adopted by malware to
hide. It does so by modifying a system function or a data structure. Ransomware

may use a rootkit to hide the malware that downloads another malware. The next

‘ Run as new thread

+CreateRemotethread()

‘ Write malicious code
» WriteProcessihemaory(}

Allocate space
»VirtualAllocEx{)} api

Open target process
(svchost.exe

explorer.exe)

» openProcess apif)

Figure 5: Steps in thread injection

technique to hide is by using a Powershell script where an adversary can download
and inject malicious code into a legitimate process’s memory. The downloaded mal-
ware is never written as a file to the hard disk. For this reason, it is called fileless

malware. SoreBrect is ransomware that makes use of fileless property.

1.2.5 Self-defense

Malware defenders utilize various tools to defend against malware attacks. Win-
dows defender, troubleshooting tools, debuggers, system monitoring tools, etc., help

track malicious activity. The attackers are notoriously clever and trick the defend-



ers in various ways. For example, they use Microsoft’s IsDebuggerPresent() API to
detect the debugger; look for files and processes related to ollydbg.exe, idapro.exe,
tcpdump.exe, wireshark.exe; look for VMware associated processes, files, and keys
in the Windows guest OS on VMware. Sometimes malware is seen using sleep()
API to fool VMware by not executing its malicious part. The VMware sandbox en-
vironment is generally designed to run for a specific time frame and be restored to

a clean state.

1.2.6 Command and control server (C&C Server)

The command and control server (C&C Server) is the control center for the mal-
ware, and it is used to send and receive instructions/data between it and the vic-
tim machine. Malware receives configuration information and cryptographic keys
from the C&C server while sending the stolen data to the C&C server. Previously,
IPs and domain names of the C&C server were static and a part of the malware
code. These were quickly blocked by the defenders using firewalls and intrusion de-
tection tools. But, recently, malware writers have adopted a Domain Generation
Algorithm (DGA), which can generate thousands of domain names that they reg-
ister for a short period. This made the security analyst and defenders work hard.
Figure 6 shows a botmaster controlling different C&C servers, which in turn keep
tracks of the infected machines or bots [16]. Broadly, the C&C server can exist in

three forms as described below [9].

e Centralized C&C : It is a single central server with high bandwidth and
processing power under the attackers’ control. This server is used to send and
receive communications from victimized machines. This model is simple and
easy to implement with low latency. The type of communication messages de-
pends upon the nature of malware. The downside of this type is that it can

be a single point of failure. A defender once identifies the address of the C&C
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Figure 6: Interaction in C&C Server [16]

server, can block it and thus, prevent the further damages caused by an at-

tack. Example AgoBot and Zotob used this type of server.

Peer-to-Peer (P2P) C&C: This type makes use of the P2P communication
protocol. More than one compromised machine takes part in communication

with one another. This avoids the central point of detection and failure, mak-
ing the detection harder for the defender. For example, Phatbot has used P2P

communication to control botnets.

Random C&C: Instead of initial establishment of the communication chan-
nel, this type has one bot master which scans the internet to find other bots
or compromised machine. Once found, the instruction commands are trans-
ferred to the victim machine. This type is unpredictable so, the detection is
challenging. But, it has a scalability issue. This type is predicted to see in the

recent or coming version of the malware.
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1.3 Ransomware attack anatomy

The basic anatomy of a ransomware attack consists of five steps as shown in Fig-

. Command-and-
Deployment Installation
control

Figure 7: Basic anatomy of Ransomware attack

ure 7

1.3.1 Deployment

This stage is sometimes also referred to as the infection stage. The first task of a
ransomware attack is to get into the victim’s system to infect, encrypt or lock the
user’s data. This is done by various means such as drive-by download, Watering-
hole attacks, phishing emails, and exploiting vulnerabilities in internet-connected

systems.

e In a drive-by download attack, a malicious code is downloaded automatically
and executed without the user’s knowledge. It takes advantage of a device
or software with security flaws as they were not updated. In October 2017,
CryptoLocker ransomware infected Issaquah city of Washington, the USA,

where a drive-by download attack was used [22].

e Watering-hole attacks are targeted attacks against individuals or organiza-
tions and use drive-by download techniques. There have been several target

attacks in US government and private organizations [4, 35]|.

e Phishing emails are specially crafted emails containing malicious attachments

or links. Users are often lured to click or download the extension by tricking
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a fake application or information to be a real one. For example, CryptoMix
that appeared in 2014, uses this technique. Figure 8 shows the workflow of

a phishing email that tries to steal the victim’s credential to escalate mal-
ware attacks further. According to a 2020 digital defense report by Microsoft,
among 6 trillion scanned email messages, they were able to block 13 billion

malicious emails and 1.6 billion URL-based phishing emails [28].
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Figure 8: An example of phishing email [28|

e Exploiting vulnerabilities deals with scanning networks for vulnerable devices
or machines. These vulnerabilities may be system design flaws, buffer over-
flow, open ports, miss configurations, and so on. Once identified, the attack is

launched. For example, WannaCry uses Windows SMB vulnerability.

1.3.2 Installation

The installation process starts after the delivery of the malware payload.

The payload is usually a download dropper, a piece of code to evade easy detec-
tion. Figure 9 shows the ransomware attack pattern from initial setup to delivery
of payload [28]. Once this payload is executed, ransomware is downloaded from
the C&C server and installed into the victim’s system. Ransomware writers try

to make the detection difficult by breaking the malware components into differ-
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Figure 9: Ransomware attack pattern steps from initial access to dropping pay-
load [28]

ent pieces of scripts, processes, and batch files and may use encrypted and packed
codes. It may decide not to execute if it detects processes (e.g., VBoxService.exe,
vmtoolsd.exe) and Dlls (e.g., sbieDILdll) related to Virtualbox machines. Its writers
use the MD5 hash of the computer name or a Mac address to identify the victim’s
machine. It then turns off shadow copy features on files and volumes, turns off sys-
tem recovery features, and kills anti-malware and logging tools. It then adopts the

rootkit technique and attaches itself to the windows process like svchost.exe.

1.3.3 C&C

Some details of the C&C server are discussed previously. Here, we deal more specif-
ically with ransomware. Most ransomware prefers TOR (open-source software to
enable anonymous communication) service rather than simple web-based commu-
nication. TOR will make a security analyst or defender’s job hard as tracing the
attack source becomes extremely difficult. TOR clients are often installed on end-

points to ensure secure communications. Once a system gets infected, a prearranged
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handshake protocol is established among the victim (client) and the C&C (server).
The adversary examines the information received from the client to ensure the in-
tended target is who they wanted. This is done via handshake protocol. Ransomware
is found to use the same key symmetric encryption to complex asymmetric encryp-
tion such as the RSA 4096-bit encryption algorithm. The private key is kept on the
server while the selected files are encrypted using the public key on the client-side.
Some commonly used C&C servers are Tor/Onion network, centralized server(static
[P address or domain name), P2P network, and dynamic server(that generally uses

domain generation algorithm).

1.3.4 Destruction

The objective of this phase is to encrypt the victim’s files or to lock the system.
The attackers define the file types to be encrypted or locked. The malcode starts to
encrypt those files. Most of the time, file contents are encrypted, but filenames are
also found to be encrypted. This makes the decryption and identification process
more difficult. The files that are needed to be destroyed are identified by most us-
age patterns seeing logs and recent files. Generally, files with .doc, .pdf, .jpeg, .jpg,

.png, .xls, .ppt and so on are encrypted and their original files destroyed thereafter.

1.3.5 Extortion

Ransomware attack launchers try to be anonymous by using the TOR network and
demand money through crypto-currency in the form of bitcoins. The typical cost
to unlock the file is between $300 and $500, but the demand is higher depending
upon the target. Some adversaries try to convince by showing one decrypted file,
while others not. It is not guaranteed that you will get your original files back even
after paying the ransom. The most common extortion techniques are bitcoin and

payment vouchers.
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1.4 Cryptographic operations

Crypto-ransomware makes use of either symmetric or asymmetric encryption to
encrypt the victim’s files. Below I discuss why each one is preferred. The recent
version of crypto-ransomware uses either asymmetric or a combination of both en-

cryption types.

1.4.1 Symmetric key encryption

This type of encryption uses the same key to encrypt and decrypt the files. Mal-
ware writers generate the symmetric key in the victim’s machine. This has few
advantages. The first is minimum resource utilization and performance overhead.
There is a reduced chance of detection as it does not make frequent calls with the
C&C server. The generated key is removed and send to the C&C after the encryp-
tion is over. The key is given back after the ransom is paid. The decryption can be
done either online or offline. The downside of this approach is that the defenders
can get the encryption key from memory by analyzing the memory using tools like

volatility. For example, Reveton ransomware is based on DES and RSA.

1.4.2 Asymmetric key encryption

This type of encryption method uses both public and private keys, commonly re-
ferred to as public-key cryptography. The keys are generated in the C&C server.
The public key is passed either by attaching to the payload or send afterward at

a suitable time. These approaches make it challenging to get back the files using
memory forensics, as seen previously in the case of symmetric key encryption. Em-
bedded public keys require a new public key for each attack, whereas the attacker
can use different key pairs for each infection for the downloaded public key. Attack-

ers often use larger primes in their encryption algorithm, for example, RSA 2048bit
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to 4096-bit.

Recent variants of crypto-ransomware use both symmetric and asymmetric encryp-
tion. CryptoDefense ransomware uses AES encryption to encrypt the files. This
locally stored symmetric key is then encrypted using a downloaded RSA-2048 pub-
lic key. After the ransom is paid, the victim is given the private key to decrypt the
locally stored symmetric key, which later on can be used to decrypt the files. For
example, CryptoWall version 3 ransomware is based on RSA public/private key

cryptography and AES in CBC mode.

1.5 Machine Learning

Machine learning is a systematic approach that allows systems to learn and improve
from experience without being explicitly programmed automatically. Malware of-
ten poses dynamic behavior, due to which signature-based detection is not effective.
To better analyze the distinct pattern from the available dataset, I have used ma-
chine learning so that the prediction model can help to detect known or unknown
samples with acceptable accuracy rates and low false positives.

Machine learning usage is becoming a more widespread technique for malware de-
tection due to the high accuracy rate. Here, I have applied various supervised ma-
chine learning algorithms. In particular, I use Bayesian Network, Logistic Regres-
sion, Support Vector Machine, Decision Tree, Random Forest, and Adaboosting
with different classifiers. A brief discussion of the machine learning classifiers used

follows below.

1.5.1 Bayesian Network (BN)

A Bayesian Network represents the joint probability distribution by specifying a set
of conditional independence assumptions (represented by a directed acyclic graph),

together with sets of local conditional probabilities [95]. Experiments were con-

16



ducted using a SimpleEstimator [8] to estimate the conditional probability distri-
butions of a Bayes network once the structure has been learned. Alpha is set to
0.5, which is used to estimate the probability tables. I use K2 [69] as a search algo-
rithm. It is a hill-climbing search algorithm that adds arcs with a fixed ordering of

variables.

Bayes theorem is the backbone of Bayesian learning methods as it allows to calcu-
late of the posterior probability P(hlD) from the prior probability P(h), together
with P(D) and P(D(h). Bayes theorem:

P(h| D) =

1.5.2 Logistic Regression (LR)

Logistic Regression is the powerful machine learning algorithm used for linear and
binary classification problems. I use the multinomial logistic regression model with
a ridge estimator [13]. The algorithm is modified to handle the instance weights,
and nominal attributes are transformed into numeric attributes using a NominalTo-

BinaryFilter class. This algorithm is optimized by conditional likelihood.

In order to keep the outcome between 0 and 1, the logistic function (sigmoid func-

tion) is applied as:
1

9(z) = 1+ exp(—2)

The logistic regression hypothesis is defined as:

hs(x) = g(8 )
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1.5.3 SMO with Linear Kernel (SMO with LK)

Sequential Minimal Optimization (SMO), invented by John Platt, is an optimiza-
tion algorithm for training a Support Vector Classifier or Support Vector Machine
(SVM). Its implementation globally replaces all missing values and transforms nom-
inal attributes into binary ones. It normalizes all attributes by default where the
coefficients in the output are based on the normalized data and not on the original
data [14]. SMO is widely used for training Support Vector Machines and is imple-
mented by the popular LIBSVM tool [66]. Experiments were performed using SMO

with Linear Kernel and Logistic Regression as the calibrator.

Implementation: We first need to formulate the optimization problem and then
compute the support vectors by solving the optimization problem. Recover the

weight vector w and the bias b from the support vectors.

k
w = E Oéyj.fj
Jj=1

1
b=— —wla,

Ys
Here, (x5, ys) is a support vector.

For classification of point z, compute the sign of w?z + b. If the positive sign, then

the class is positive else class is negative.

1.5.4 SMO with Poly kernel (SMO with PK)

This machine-learning algorithm is similar to the one described above. The only

difference is that here I use the polynomial kernel of degree two in our experiment.
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1.5.5 J48

J48 is the C4.5 [103] algorithm for building pruned or unpruned decision trees. It

is the predictive classifier that decides the class of new unseen samples. I choose
the pruned decision tree with a confidence factor of 25%. The lower the confidence
factor, the heavier the pruning. Also, the minimum number of instances per tree is
set to two.

The decision tree uses entropy. Entropy is used to measure the uncertainty in any
random variable.

Let S = (s1,...., $»)be a partition of the instances based on a feature which can take
n values. p; = P(s;) is the probability value that an instance has feature value i.
Entropy(S) = 3=, pilog.-

If any of the subsets s; is subdivided, the new partition T has a larger entropy than

S.

1.5.6 Random Forest (RF)

Random Forests are a combination of tree predictors such that each tree depends
on the values of a random vector sampled independently and with the same distri-
bution for all trees in the forest [62]. One selected subset of training data is used
to train each tree with replacement. The remaining subset of training data is used
to estimate the error. The generalization error is dependent on the strength of each
tree in the forest and the correlation between them. I perform 100 numbers of iter-
ations with one as the minimum number of instances per leaf.

Mathematical description: A random forest is a classifier based on a family of clas-
sifiers h(z|0y), ..., h(x|0x) based on a classification tree with parameters ) randomly
chosen from a model random vector 6.

Given data D = (z;,v;);_, I train a family of classifiers hy(z).

Each classifier hy(z) = h(z|0)) is a predictor of n.
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so y = + — 1 which is an outcome associated with input x.

1.5.7 AdaboostM1 with J48 (Ada with J48)

AdaboostM1 |75] is used to tackle the nominal class problem. It often dramatically
improves performance but sometimes overfits [12]. AdaboostM1 is used to improve
the performance of the learning algorithm. For weak classifiers such as Decision
Stump, AdaboostM1 improves the performance significantly. Experiments use the
J48 classifier with AdaboostM1.

Some mathematical derivation: I set initial probabilities of training examples as

P1, P2, ..., - Sample a subset S; of training examples where p; is the probability of
choosing the i-th example. Then apply the weak classifier to S; to compute hypoth-
esis hy.

Probability update in t-th iteration a; = %lnlz—:* where ¢, is the weighted training
error.

g = e if hy(z;) = y;

q;i = e if hy(x;) # v

New p; = &

Zt

Then the final classfier becomes: f;(z) = Y1, avhy()

1.5.8 AdaboostM1 with Random Forest (Ada with RF)

This algorithm uses the AdaboostM1 discussed above, but along with a Random

Forest classifier.

1.5.9 Deep learning

Deep learning is an advanced type of neural network with many layers and per-
forms complex tasks like face recognition, language translation, etc. Deep learn-

ing methods have the capability to combine the original features to form new op-
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ing. Moreover, there is a lack of publicly available datasets for Big data processing.

Security vulnerabilities of big data framed machine learning algorithms for malware
datasets are yet to be studied. However, various commercial products are available

for real-time and offline big data processing, which has made the computation effec-
tive. A feature-based data cleansing process is suggested to make categorical homo-
geneous data.

Figure 45 gives a Venn-diagram representation of major open issues in our men-

tioned three perspectives.

8.8 Proposed Framework

The previously discussed open issues in all three perspectives motivated us to pro-
pose a Malware analytics framework which I strongly believe will help in mitigating
the current challenging issues. Figure 46 shows different steps and interactions of

the proposed framework [98]. A brief discussion of its components follows below.

Figure 46: A Proposed framework for Malware Analytics

The malware and benign executables are reverse engineered applying context-sensitive
data mining techniques and reverse engineering tools. This mining process is a crit-

ical step and includes rule generation and knowledge discovery validation. The
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extracted features obtained through the above process are constantly monitored
and validated using deep monitoring and cross-system validation process. This is
done to overcome the challenges posed by the adversary. Big data analysis tools
and techniques make feature extraction and machine learning implementation more
efficient and effective. Here, the heterogeneous data is handled using data catego-
rization techniques. Also, we apply feature-based cleansing to make categorical ho-
mogeneous data. The training and testing dataset is passed to the machine learning
algorithms or classifiers. Here, we apply adversarial defense and algorithmic bias-
ness defense to mitigate the effects on the decision-making process. The final classi-
fication result is passed to the detection and alert system, which further handles the

necessary steps to keep the system protected against any adversary attacks.

8.9 Summary

A survey of the most relevant aspects for malware analytics, mainly data mining,
machine learning, and big data, has been reported in this work. It is showed how
malware analysis had been done using prevalent techniques in data mining and ma-
chine learning. Big data comes into play between these two fields to allow the intel-
ligent processing of massive data sets. Big data being a relative term, the available
dataset would be considered big enough if the current typical systems cannot pro-
cess it to analyze further to get some insights. Having Big data frameworks (e.g.,
Hadoop and Spark) in hand is highly recommended to fuse into the data mining
and machine learning field to better program efficiency and remove the performance
bottleneck. Malware analytics that includes handling executable, raw data, or traf-
fic data to classification and detection may not have an excellent detection rate.
Still, the performance would not be degraded below an acceptable bench-marking
efficiency rate if we wisely use the fusion of the three rapid booming technologies:

data mining, machine learning, and big data. The proposed framework is a step to-
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wards addressing open issues and challenges.

The scope of this survey is limited to analyzing the current status of the malware
research highlighting the issues, and proposing a possible solution. However, it does
not discuss issues like verifying the maliciousness of an input file, dealing with label
uncertainty, and adaptive learning, which will be addressed in future editions. Some
of the other future works to mention would be continuous research to capture code
obfuscation techniques done by bad guys or malware writers to prevent malware
detection. Another would be the constant improvement of current malware anal-
ysis and detection approaches. It is always a bonus gain of performance if we use
distributed feature selection and machine learning model implementation. Future

works should be using both, not the only one.
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9 Conclusion and Future Work

Ransomware is continuously disrupting individuals to corporate networks demand-
ing a huge ransom to give back the original unencrypted files. Social engineering
techniques have been the major way to get into the victim’s machine. Malware
writers exploit user’s urgency, need, and sentiments to trick them into clicking ma-
licious links or attachments from where they start deploying the malicious software
or payloads. Apart from this, malware writers exploit various vulnerabilities in soft-
ware tools, network /system protocols, and APIs. Many known vulnerabilities have
a patch update available, but users often ignore them and become prey to malware
attacks. In contrast, the zero-day vulnerabilities allow the bad guys to craft ma-
licious exploits and launch sophisticated attacks which even a security system or
network may not detect for days to even months. Chainalysis [38| reported the to-
tal amount paid by ransomware victims increased by 336% in 2020. The attackers
were able to gain nearly $370 million worth of cryptocurrency. According to the
IBM Threat Intelligence Index report, 23% of incidents are ransomware compared
to 2019 [24]. The most recent ransomware attack at Colonial Pipeline network
forced the company to close down operations and freeze I'T systems proactively.

It is reported that they had to pay a huge ransom of nearly five million to get the
network back and running [15]. Recent ransomware attacks are motivated to gain
profit and cause damage sponsored by various underground state actors. In this
study, I mainly focused on advanced reverse engineering with static and dynamic

analysis of various ransomware families and various machine learning techniques.

This dissertation draws the following conclusions: I proposed an Al-powered ran-
somware detection framework using the techniques of reverse engineering, hybrid
analysis, and machine learning. I started with two-level static analysis using DLL

and assembly level code segments and proposed an initial framework for ransomware
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detection. Though the results were promising, I did an empirical study with three
levels adding function call code segments to the initial two mentioned earlier along
with NLP techniques. The developed models had sound performance but could not
catch the dynamic behavior of malware executables. I proposed a more robust ran-
somware detection framework using hybrid analysis, behavior profiling, advanced
reverse engineering, and Al techniques from continuous study and analysis. Lever-
aging dynamic binary instrumentation tool PIN, Cuckoo sandbox environment, and
Ghidra framework, I generated a distinguishing feature dataset and achieved high
accuracy and low false-positive rate. Association rule mining and Ghidra’s disas-
sembly contributed to the existing analysis by other approaches to build unique
behavioral multi-level chains specific to ransomware. Collectively this contributes to

creating unique Yara rules which researchers and the security community can use.

I performed a deep forensic analysis of crypto-ransomware using hybrid multi-level
profiling. I adopted a unique approach of behavioral chaining along with associa-
tion rule mining and Al techniques. Hybrid multi-level inspection at DLL, function
call, and assembly revealed unique behavioral chains that help create unique ran-
somware signatures and a distinguishing dataset for the machine learning model.
This approach is validated with experiments where I achieved high accuracy with
low false positives. Results show that one machine learning algorithm achieved

the highest accuracy of 99.72% and a false positive rate of 0.003 with two class
datasets. Experiments done at multi-class malware families also revealed a reason-
able accuracy rate (94.6%) with a very low false-positive rate of 0.001. Ransomware
behavioral profiling chain ratio is a novel approach to identify ransomware binary,

and it shows significant detection accuracy.

Malware analytics presents the current status of the malware research, challenges,
and methods used to overcome those challenges using data mining, machine learn-

ing, and big data perspectives. I have considered these three perspectives because
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of their extensive computation value, mostly fused to solve a wide range of prob-
lems from security to medical, finance, and industry. I also proposed a framework
to overcome the challenges and open issues prevalent in malware analytics.

A periodic evaluation of chain components and automating this task will make the
detection framework more robust in future work. This work can be upgraded in
the future to deal with adversarial Al. Further analysis and experiments can be
done using a wide range of ransomware families. To improve the performance of
this framework, one possible direction for extending this work will be to use cloud
computing with parallel processing capabilities. Thus, research pursued in this
dissertation- a complex combination of AI-ML and hybrid forensics will provide an

important and critical direction for future malware research and analysis.
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