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Preface

Duration-based models offer a valuable tool for improving traffic safety by uncovering the temporal aspect of traffic incidents and driver behavior. These models examine the duration between events such as accidents or instances of speeding, which are closely related to traffic safety, and establish a connection between their temporal distribution and their effects on traffic safety. This dissertation aims to advance the utility of duration models by introducing innovative approaches to their application for diagnostic and predictive analyses, thereby contributing to more effective strategies for enhancing traffic safety.

This dissertation comprises six chapters. Chapter 1 provides an in-depth introduction to the research problem and the contributions made by this document. These contributions are substantiated by four journal articles presented in the next four chapters, which are either published or under review for publication in Accident Analysis & Prevention. These articles (Chapters 2, 3, 4 and 5) are listed below. The final chapter concludes the dissertation with closing arguments and future research directions.

  

  

Crash Prediction: A Discretized Duration Approach for Predicting Crashes and Severity.

*Accident Analysis & Prevention (Under review).*

Abstract

This research consists of four studies aimed at enhancing traffic safety. These studies employ innovative approaches and model frameworks based on duration models. The first study focuses on Work Zone Intrusion Alert Systems (WZIAS) and explores their component layout and impact on work zone safety. By analyzing the duration between work zone intrusion and crashes, this study identifies critical factors contributing to work zone crashes when WZIAS are in use. The study concludes by offering recommendations to optimize WZIAS effectiveness, including potential adjustments to existing work zone guidelines.

The second study addresses the limitations of duration models in handling time-varying factors and their inability to support real-time predictive modeling. It introduces a novel duration-based model framework capable of accommodating dynamic covariates for proactive crash prediction modeling. This approach involves discretizing the time between crashes into forecasting epochs. The study explores various sampling methods to address computational challenges arising from increased data size due to forecasting epochs. A 25% epoch-level sample is found effective for computational efficiency without sacrificing accuracy.

The third study extends the duration-based crash prediction framework, to develop a novel approach for predicting crash and severity simultaneously. The study further seeks to strike a balance between model performance and estimation time. Findings suggest that a 15% sample drawn at the epoch level provides an efficient compromise. Stability analysis of predictor variables sheds light on their reliability across different samples. Variables such as Time of day (Early afternoon), Weather condition, Lighting condition (Daytime), Illumination, and Volume require larger samples for more accurate coefficient estimation. Conversely, Time of day (Early morning, Late morning, Late afternoon), Lighting condition (Dark lighted), Terrain, Land use,
Number of lanes, and Speed converge towards true estimates with small incremental increases in sample size.

The fourth study employs the duration-based proactive crash prediction framework to showcase its versatility and identify the predictors of speeding events in work zones. The model's validity is tested, with higher accuracy observed for speeding events occurring with shorter durations between consecutive occurrences. The study demonstrates how the framework can help transportation agencies identify high-risk highway segments and implement safety measures proactively.
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1. Introduction

Traffic safety is a significant concern as it remains one of the major causes of deaths worldwide. According to the World Health Organization, approximately 1.35 million people are killed on roadways every year, and it is the leading cause of death for those between 5 and 29 years old (World Health Organization, 2018). According to the Centers for Disease Control and Prevention, the U.S. has one of the highest rates of traffic fatalities among high-income nations (Yellman & Sauber-Schatz, 2022). Despite recent advancements in vehicle safety technology and traffic safety, the U.S. witnessed a 10.5% increase in traffic fatalities in 2021, with 42,915 fatalities compared to 38,824 in 2020 (National Highway Traffic Safety Administration, 2022). Furthermore, the economic cost of traffic crashes, including medical expenses, property damage, environmental costs, and other user costs such as travel delay and lost productivity, is staggering. For instance, the cost of traffic crashes in the U.S. amounts to several billion dollars every year. In 2010, Vermont reported the lowest cost at $538 million and California registering the highest at a staggering $19.98 billion (US Department of Transportation, 2020). This underscores the urgent need for continuous efforts to improve traffic safety.

Understanding the relationship between traffic crashes and Vehicle Miles Traveled (VMT) is also important as it is intricate and not always straightforward. Firstly, as VMT increases, there is also an increase in the exposure of road users, including motorists, passengers, pedestrians, and cyclists, to potential crash scenarios. In simpler terms, more VMT generally translates to more opportunities for traffic incidents to occur. Secondly, higher VMT often corresponds to greater traffic volume, leading to congestion and stop-and-go conditions, especially during peak hours. These conditions are when crashes are more likely to happen. However, it's important to note that higher VMT, as seen during the COVID-19 pandemic, also
resulted in an increase in more severe crashes. This was due to the fact that average travel speeds increased in the absence of heavy traffic (Hughes et al., 2023). Lastly, greater VMT contributes to more wear and tear on infrastructure, which, in turn, increases the risk of crashes. Additionally, the construction and maintenance of facilities to address this wear and tear can introduce additional crash scenarios, such as those occurring in highway work zones.

Safety in highway work zones has become critically important in the United States, as these environments pose some of the highest risks to workers and motorists. A survey conducted among highway construction firms in the U.S. revealed a concerning trend of increasing work zone crashes. In 2019, an alarming 67% of construction firms reported experiencing at least one work zone crash, a significant increase compared to 2016 when only 39% of firms reported such incidents (2019 Highway Work Zone Safety Survey, 2019). This surge in work zone incidents is not limited to minor accidents; it has also led to a distressing rise in work zone injuries and fatalities. In 2010, there were approximately 37,400 injuries and 586 deaths reported in work zones. By 2018, these figures had climbed to 45,400 injuries and 756 fatalities (National Safety Council, 2020). One promising countermeasure with the potential to significantly reduce work zone crashes is the utilization of Work Zone Intrusion Alert Systems (WZIAS). These systems employ a network of sensors placed in proximity to the work zone perimeter to detect intrusions and promptly trigger alerts to both workers and motorists. The widespread adoption of WZIAS has faced challenges related to reliability and setup complexity. While some studies have investigated the effectiveness of WZIAS, these assessments have often focused solely on performance metrics like alarm accuracy, noticeability, and work zone coverage, overlooking critical other factors such as placement and worker response (Awolusi & Marks, 2019; Gambatese et al., 2017; Marks et al., 2017).
Classification of crash prediction models

Based on purpose

Crash prediction models are developed for diagnostic and predictive purposes and therefore can be divided into two broad categories which are static risk models and dynamic risk models.

Static risk models rely on aggregated traffic and crash data collected over extended periods. However, they struggle to capture the nuances of varying traffic conditions. These models are primarily employed to assess the risk associated with various factors, such as road geometry, traffic volume, historical crash data, and environmental conditions. Their primary purpose is to assess safety interventions and evaluate crash risk; therefore, they are diagnostic in nature. In essence, they play a reactive role in traffic management, utilizing static covariates that remain constant over time. On the other hand, dynamic risk models, often referred to as real-time crash prediction models, leverage disaggregated real-time traffic data to predict crashes based on observed relationships between dynamic conditions and accident occurrences. These models enable traffic engineers and planners to monitor traffic dynamics in real time, identify hazardous conditions, and proactively implement measures to prevent crashes and alleviate associated congestion. Dynamic risk models use dynamic or time-varying covariates to make crash predictions, enabling a more proactive approach to traffic safety management.

Based on type of outcome

Crash prediction models are broadly categorized into two types based on the outcomes they address: crash frequency models and crash severity models. Frequency models typically employ count data models, such as Poisson or Negative Binomial regression (Khattak et al., 2002; Ozturk et al., 2013; Qi et al., 2005; Venugopal & Tarko, 2000). For example, Safety Performance Functions (SPFs), which are often used to estimate the number of crashes in a
location, are essentially crash frequency models. On the other hand, discrete choice models like Multinomial Logit and Ordered Logit are commonly used in crash severity models (Li & Bai, 2008, 2009; Osman et al., 2016, 2019; Osman, Mishra, et al., 2018; Osman, Paleti, et al., 2018; Zhang & Hassan, 2019). Additionally, some studies have employed multivariate models capable of predicting both crash severity and frequencies (Ma et al., 2008; Ma & Kockelman, 2006a, 2006b; Song et al., 2006; Ye et al., 2013).

It is worth noting that in the recent years, the emergence of data-driven techniques, such as data mining and Machine Learning (ML), has transformed the landscape of crash prediction modeling (e.g., see (Y. Chang & Edara, 2018; Mokhtarimousavi et al., 2019; Yahaya et al., 2020; Zeng & Huang, 2014)). These techniques offer superior predictive accuracy compared to traditional econometric frameworks. However, it's important to note that they have limitations in terms of transportability and the ability to provide causal inferences. This has maintained the relevance of econometric frameworks, particularly when extracting causal relationships, and generating crash forecasts under various policy scenarios through variable coefficients and marginal effects.

**Duration based crash prediction models**

Duration models, also known as survival models, are econometric frameworks utilized to analyze the time elapsed between events. These models rely on survival or hazard functions and are particularly well-suited for studying the duration until a specific event occurs. Originally borrowed from epidemiology, where they are used to investigate the time between events like the onset of a disease, recovery, or fatality, duration models first found their way into the field of transportation to analyze crash data (H. L. Chang & Jovanis, 1990; Jovanis & Chang, 1989). It has since been used for several applications to model crashes on highway intersections (e.g., (Bagloee & Asadi, 2016)), predict clearance time for roadway incidents (e.g., (Nam &
Mannering, 2000)), predict crashes on highway work zones (e.g., (Thapa & Mishra, 2021)). From a crash analysis perspective, survival models can be employed to describe the conditional probability of an event, such as a crash, occurring at a specific time, given that it has not occurred until that point. Duration models, in their simplest form, assume a constant effect of a predictor variable on the outcome over time, which is referred to as a constant hazard rate. Consequently, they are well-suited for developing reactive crash prediction models. However, it's important to note that these models have limitations when it comes to incorporating time-varying covariates for proactive crash prediction. They are not incapable of handling dynamic factors that change over time.

**Research objectives**

The present dissertation addresses two significant gaps as previously discussed: (i) diagnostic analysis of work zone crashes through examination of WZIAS layout and its influence on worker reactions and safety by implementing a novel duration-based approach to identify work zone crashes using field experiments, and (ii) the creation of an innovative proactive duration-based crash prediction framework capable of incorporating dynamic covariates. These are tackled as follows:

1. To gain a comprehensive understanding of WZIAS effectiveness, this dissertation goes beyond evaluating system capabilities and intrusion characteristics and considers the layout of WZIAS in the context of work zone crashes, filling a significant gap in current studies. Notably, despite the critical importance of WZIAS layout on system performance and the potential safety implications of its implementation, there are currently no formal guidelines or standards in this regard. Therefore, current study aims to contribute by examining the potential impact of WZIAS layout on work zone crashes using empirical data with the goal
of providing valuable insights and recommendations to improve work zone safety in the presence of WZIAS.

2. This dissertation developed an innovative proactive crash prediction model based on duration model that can effectively incorporate dynamic covariates. The prediction framework is tailored to handle time-varying covariates and make future crash probability predictions. This is achieved by discretizing the time intervals between crashes, allowing treatment of these discrete time intervals as outcomes in a multinomial logit model. This approach enables incorporating time-varying covariates into predictions, enhancing the model's accuracy and utility.

3. The duration-based model prediction framework is further expanded to incorporate crash severities. We enhance the discretized duration-based multinomial logit model by transforming it into a nested logit model. This modification allows for the simultaneous estimation of both crash occurrence and severity, offering a comprehensive predictive framework.

4. The versatility of the duration-based crash prediction model is further demonstrated by applying it to broader safety analyses, such as understanding speeding behaviors. Specifically, the discretized duration-based crash prediction model, enhanced with mixed effects, is implemented to better understanding driver behavior within work zones. This research places a particular emphasis on exploring the connection between speeding and a range of covariates, encompassing both time-varying and static factors. Moreover, the estimated prediction model is rigorously validated to ensure its reliability.
2. Using worker’s naturalistic response to determine and analyze work zone crashes in the presence of work zone intrusion alert systems

Introduction

A survey of highway construction firms has shown an increase in work zone crashes over the years with 67% of construction firms in the US experiencing at least one work zone crash in 2019 while only 39% of construction firms reported crashes in 2016 (2019 Highway Work Zone Safety Survey, 2019). A growing statistic can also be seen in work zone injuries and fatalities. In 2010 there were about 37,400 injuries and 586 deaths reported in work zones. The numbers rose to 45,400 injuries and 754 fatalities in 2018 (Work Zones-Injury Facts-National Safety Council, 2020). The rise in work zone related injuries and deaths can be attributed to an increase in Vehicle Miles Travelled (VMT) across the country. Rising VMT puts additional strain on existing highway infrastructure resulting in an increased demand for highway repair, maintenance, and construction/expansion projects. Increased interaction between workers and motorists on these projects increases the likelihood of work zone crashes unless effective countermeasures are taken. A potential countermeasure that could have notable impact on work zone crashes is the use of alert mechanisms called Work Zone Intrusion Alert Systems (WZIAS) that can detect intrusions and alerts workers. These systems predominantly employ sensors placed near the work zone perimeter to detect intrusions and alarms placed close to or carried by the workers.

The first prototypes for WZIAS were developed by (Stout et al., 1993) under the Strategic Highway Research Program. The program introduced wireless and pneumatic sensor-based systems for use in maintenance work zones. Although the systems developed under the program were never adopted, systems that are currently available in the market are largely based
on ideas developed during the project. Present day WZIAS can be broadly divided into two
categories based on their detection mechanism. These are; i) advanced warning systems capable
of detecting potential intrusions before they occur, and ii) systems capable of detecting intrusions
after vehicle enters a predefined work zone perimeter (Eseonu et al., 2018; Marks et al., 2017).
Advanced alert systems typically use radar to track speed and trajectory of an incoming vehicle
and alert the driver and workers when an intrusion is likely to occur. On the other hand, systems
that detect intrusions after a vehicle crosses a predefined work zone perimeter employ sensors
that surround a work zone perimeter. These sensors typically detect intrusions based on
mechanical impact and can be mounted on traffic channelizers or laid on the ground.

Since the first prototypes were developed in 1993, numerous systems have been
developed and tested for potential use, but their adoption has been limited due to unreliable
performance and difficult setup. Notably, studies that have found WZIAS to be effective, have
based their conclusions on their performance drawn from alarm accuracy, noticeability and work
zone coverage (J. Gambatese & Lee, 2016; Marks et al., 2017; Novosel, 2014). In doing so
external factors that are beyond system performance and capabilities have been ignored. For
example, the speed of an intruding vehicle could have considerable impact on the occurrence and
outcome of an intrusion. Furthermore, to avert crashes from high-speed intrusions, WZIA layout
(separation between the system and workers) should be duly considered to guarantee the
effectiveness of a system. These factors have not been accounted for by past studies. Take for
example the studies undertaken by (J. Gambatese & Lee, 2016) and (Marks et al., 2017), the
authors in both studies comprehensively evaluate worker response to system alerts but provide
no further analysis of the results or how it could be utilized for planning layouts for WZIAS. In
other words, inclusion of system capabilities, intrusion characteristics, and WZIAS layout in
investigating work zone crashes is missing in the literature. Identification of appropriate layouts for WZIAS is particularly important considering its impact on system efficacy, and the potential safety implications from its implementation. Currently, no formal guidelines or standards on WZIAS implementation exist, and we believe this is the first study investigating the potential impact of WZIAS layout on work zone crashes using experimental data.

The rest of the paper is organized as follows. In the following section we present an introduction of three systems used in field experiments followed by our review of the literature. In the methodology section, we discuss the experimental setup and the modeling approach used in the study. The data section presents a summary of the experimental data collected from our field experiments. The results from our tests and analyses are presented in the results section followed by the implications of the study and conclusion.

Overview of WZIAS

A typical work zone layout for a four-lane, two-way road with single lane closure is presented in Figure 1. Approaching vehicles first arrive at the advance warning area where regulatory and warning signs warn travelers of the work zone downstream. Traffic channelizers are used to separate the work one from adjacent lanes with active traffic. Work zones are comprised of three distinct areas, the transition area, the activity area, and the termination area. The transition area is setup using traffic channelizers laid out at about a 45-degree angle. This area provides travelers with space to adjust their speed and begin merging with the traffic on the adjacent lane. The work area within the activity area is where the actual construction work is undertaken. Buffer spaces are provided on either side of the work area to provide adequate space for workers and equipment. The termination area downstream of the activity area provides space for vehicles to shift to the adjacent lane after it has crossed the work zone. Traffic channelizers in this portion of
the work zone is set at a steeper angle compared to the transition taper. The Manual of Uniform Traffic Control Devices (MUTCD) provides guidelines for the length of advanced warning, transition, and termination areas based on the operating speed on the highway. However the guidelines provide no specific recommendations on buffer spaces (Federal Highway Administration, 2009a).

In the following section we provide an overview of the three systems used in this study. A schematic presenting the system components is provided in Table 1 with manufacturer recommended deployment strategy in Figure 2.

Impact Activated System (IAS)

IAS is a wireless radio-based alarm system that comprises of i) cone mountable sensor lamps, and ii) site alarms. The typical deployment strategy for the system is to mount the sensor lamps on traffic cones around the work zone perimeter with the site alarm placed in the work area close to the workers. When an errant vehicle intrudes the work zone perimeter, it knocks over down the traffic cones. The sensors mounted on these cones use built in accelerometers to detect the impact and relay alert signals to nearest site alarms. When the alarms are not in range of the sensors, the alerts are relayed from one sensor to another until it reaches the nearest alarm. The site alarm on receiving the alerts produces flashing lights and a high-pitched sound alarm. The system is also capable of transmitting alerts between alarms over long distances. This is achieved by creating a zone of operation for a set of alarms which enables them to communicate over mobile networks. This feature enables the system to be extended over a long distance. For this reason, it is recommended for a site alarm be kept close to the transition taper after it has been connected to alarm(s) placed in the work area. This ensures that alert signals travel from one alarm to another even when the sensors fail to relay the signals over long distances (Figure 2).
<table>
<thead>
<tr>
<th>System components</th>
<th>IAS</th>
<th>Systems</th>
<th>RAS</th>
<th>PAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensor</td>
<td>[Diagram]</td>
<td>Schematic representation of system components</td>
<td>[Diagram]</td>
<td>[Diagram]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sensor lamp mounted on a traffic cone.</td>
<td></td>
<td>Site alarm with inbuilt alarm and warning LEDs.</td>
</tr>
<tr>
<td>Site alarm</td>
<td>[Diagram]</td>
<td>The main assembly that acts as a sensor cum site alarm.</td>
<td>[Diagram]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Site alarm mounted on a traffic cone.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personal alarms</td>
<td>[Diagram]</td>
<td>Personal alarm equipped with a speaker</td>
<td>[Diagram]</td>
<td>Personal alarm equipped with a button for resetting the system after it is triggered</td>
</tr>
</tbody>
</table>

Table 1
Schematic representation of system components
Figure 1 Typical work zone layout for a single lane closure
Summary

IAS:
- Has cone mountable sensors and a site alarm
- Sensors placed around the work zone

RAS:
- Has alarm/sensor unit and personal alarms
- Alarm/sensor unit placed facing the traffic
- Designed primarily for use by flaggers

PAS:
- Has sensor hose, site, and personal alarms
- Sensor hose laid across the lane closure

Legend
- Advanced warning signs
- Work area
- Traffic cones

IAS
- Sensors mounted on traffic cones
- Site alarms

RAS
- Alarm/sensor assembly

PAS
- Sensor hose
- Site alarm

Figure 2 Manufacturer recommended deployment for the three WZIA systems
Radar Activated System (RAS)

RAS is an advanced warning system capable of detecting vehicle speed and tracking its trajectory using radar. The system comprises of two components: i) a sensor/alarm unit consisting of a sensor unit and an alarm housed in a wheeled case, and ii) personal alarms for workers. The sensor/alarm unit has a built-in camera and LEDs. Personal alarms for the system are mobile sized devices that can be strapped onto a worker’s arm or carried in pockets. The system is primarily intended to be used by flaggers but can also be used in advanced warning area as a standalone system to detect and warn the drivers and workers of vehicle speeding towards a work zone. As presented in Figure 2 the recommended setup for the system is to place the system in the shoulder with a flagger. Prior to its deployment, a smartphone application is needed to fully configure the system. The application configures the relative position and orientation of the system with respect to the road, and the threshold speed limit for detecting intrusions. When vehicles approach the work zone at high speed beyond the threshold speed limit, the system marks the vehicle as an intruder and activates alarms on the sensor/alarm unit and personal alarms. The personal alarms produce a high-pitched chirping sound and vibration as alerts.

Pneumatic pressure Activated System (PAS)

The PAS is comprised of three components: i) a pneumatic trip hose sensor with a signal transmitter, ii) a site alarm, and iii) personal alarms for workers. The sensor is designed to detect pressure on the hose after it has been run over by an intruding vehicle. Therefore, it is recommended that it be laid across the lane closure at the end of transition taper where the intruding vehicle is most likely to run over (Figure 2). The site alarm is housed in a hard case which is recommended to be placed in the work area close to the workers. Additionally, workers
can also use mobile sized personal alarms which can be carried on a pocket or strapped onto an arm. These personal alarms also facilitate remote reset of the system after it has been triggered. On detecting pressure, the transmitter attached to the hose sends alerts to the site alarm and personal alarms within its range. The site alarm produces sound alarm with a red blinking light and the personal alarms produce a vibratory alert. A summary of the components, and deployment strategies for the three systems is provided in Table 2.

**Literature review**

*Evaluation of WZIAS*

Evaluation of the first WZIAS prototypes developed by (Stout et al., 1993) was carried out by the Kentucky Cabinet in 1996 (Agent & Hibbs, 1996). The study concluded that further testing on the systems was necessary before implementation on a large scale. In more recent years, several new systems have been developed and tested, however, the findings from most of these studies have cast doubt regarding effectiveness of systems. In 2010, a cone mountable tilt activated intrusion alarm employing an air horn was tested for its efficacy. The air horn used compressed CO₂ to produce high intensity alarm. The system reportedly was not efficient for use due unsatisfactory performance because of tedious setup, low durability, and frequent misfires during setup and storage. In 2012, the Minnesota Department of Transportation designed a non-intrusive advanced warning system capable of producing audio-visual alarms when vehicles crossed a certain speed limit (Hourdos, 2012). The system was called Intelligent Drum Line (IDL) and it employed a series of modified drums kept about 300 ft apart. These drums could detect the speed of approaching vehicles using radar, communicate this information to other drums and produce warning alert to the driver when certain threshold speed was passed. The warning alerts were also designed to be turned off automatically after the drivers rectified their
speed. Limited tests were conducted on the system and there is no mention of the system being used or tested afterwards. A wireless sensor network-based intrusion alert system using traffic cone mountable sensor nodes and warning devices was developed and tested by researchers for short-term work zone in 2016 (Martin et al., 2016). The system employed a barrier mountable sensor that used ultrasonic waves and a modified wristwatch to detect vehicles and alert workers, respectively. Tests carried out suggested that the system was reliable and accurate. Among the most studied systems in recent years is a radar based advanced warning system. The system uses a radar sensor to detect vehicle speed and location, and alerts workers in advance when the vehicle approaches at a high speed. The system has been subjected to several studies with promising results (Eseonu et al., 2018; Marks et al., 2017; Theiss et al., 2017; Ullman et al., 2016). The alarm siren produced by the system has been found to be particularly effective due to its resemblance to law enforcement (Ullman et al., 2016). Similarly, the other two systems that have been tested in the past are an impact activated perimeter intrusion detection system and a pneumatic trip hose sensor system (Eseonu et al., 2018; J. A. Gambatese et al., 2017; Marks et al., 2017; Novosel, 2014). The impact activated intrusion detection system uses traffic cone mountable sensors to detect impact from an intruding vehicle using built in accelerometers and relays alerts wirelessly to site alarms that produces a high-pitched alarm. Previous evaluations have suggested that the system is ideal for use in high speed highways that require long tapers although specific deployment strategies detailing layout of the system components has not been addressed (Marks et al., 2017; Novosel, 2014). The pneumatic trip sensor system used pneumatic sensors, site and personal alarms. Intruder vehicles are detected by the system only after the sensor hose has been runover. Therefore, positioning of the sensor hose is particularly important when the system is being used. When a vehicle is detected by the sensor, attached wireless
transmitter then transmits wireless alert signals to alarm units. Past findings suggest that the system is ideal for short-term maintenance work zones where larger work zone coverage is not required and frequent removal/installation of system is needed (Marks et al., 2017). However, further investigation regarding the strategic layout of the system is warranted.

To summarize in brief, although older systems have been proven to be inefficient and difficult to use, newer systems have been found to be more useful and promising. Several studies have been conducted on prospective systems over the years with the objective of evaluating their efficacy. These studies have however omitted any investigations related to practical implications of the system. More specifically answers to questions such as “How will the layout of the system effect worker response to intrusions?”, and “How can we deploy the system in the field to guarantee it performs with outmost efficacy?” has not been communicated by prior studies.

Highway crash analysis

Studies investigating causal factors influencing highway crashes have heavily relied on count data models and logistic regression to model crash frequency and crash severity respectively (Lord & Mannering, 2010; Ma et al., 2008; Ma & Kockelman, 2006a; Song et al., 2006; Stipancic et al., 2019; C. Wang et al., 2011; Yang et al., 2015; Ye et al., 2013). These modeling techniques, however, only permit separate investigation of crashes (based on frequency and severity) due to the nature of the response variables. Therefore, in more recent years several multivariate modeling techniques have been employed to simultaneously model crash frequency and severity (Ma et al., 2008; Ma & Kockelman, 2006a, 2006b; Song et al., 2006; Ye et al., 2013). On similar lines, count data and logistic regression models have also been exceedingly used to study the frequency ((Khattak et al., 2002; Ozturk et al., 2013; Qi et al., 2005; Venugopal & Tarko, 2000)) and severity of work zone crashes (Y. Li & Bai, 2008, 2009; Osman et al.,
2016; Osman, Mishra, et al., 2018a; Osman, Paleti, et al., 2018a; Osman et al., 2019; K. Zhang & Hassan, 2019a), respectively. Additionally, the application of more novel techniques has gained momentum over recent years. For example, studies have explored genetic (Hashmienejad & Hasheminejad, 2017; Y. Li et al., 2018; Meng & Weng, 2011) and machine learning algorithms (Y. Chang & Edara, 2018; Mokhtarimousavi et al., 2019; Yahaya et al., 2020; Zeng & Huang, 2014) to model highway and work zone crashes. Similarly, the use of survival or hazard-based models have also gained popularity recently (Keramati et al., 2020; Wu et al., 2020). For example, (Keramati et al., 2020) used a survival model to simultaneously account for frequency and severity of crashes occurring on highway-rail grade crossings. The authors modeled crash severities as competitive outcomes with crash as the event of interest. Likewise, (Wu et al., 2020) used survival analysis to model crash counts and time interval between crashes and estimate crash modification factors for safety treatments.

Survival analysis is used to model the time until occurrence of an event using a survival or hazard functions (H. L. Chang & Jovanis, 1990; Jovanis & Chang, 1989). It is well suited for analyzing time related data where time until occurrence of an event is of interest such as the time until the onset of a disease following some medication, relapse from a disease or even the time interval between highway incidents. In transportation safety research, use of survival analysis has been mostly dominated by its application on experimental data. For example, (Sharma et al., 2011) used hazard functions for estimating dilemma zones for drivers in high-speed intersections and proposed an algorithm for reducing conflict on dilemma zones using field data. Similarly, (Choudhary & Velaga, 2020) and (M. M. Haque & Washington, 2015) used parametric hazard models to model driver stoppage during distraction using driving simulators. On similar lines, (Shangguan et al., 2020) investigated the impact of adverse environmental conditions on driver’s
braking and speed reduction behavior to avoid rear end crashes using data collected from a driving simulator. Parmet et al. (2014) used survival analysis to analyze response time in driver related hazard perception concluding that hazard-based modeling approach was an appropriate approach for investigating hazard perception when using response times generated from simulations. Other safety related studies utilizing survival analysis have investigated lane keeping behavior of cyclists (Guo et al., 2013), crashes at urban intersections (Bagloee & Asadi, 2016), impact of connected vehicle environment on lane-changing behavior using data collected from a driving simulator (Ali et al., 2019), and predicting clearance time for road incidents (Chung, 2010; Nam & Mannering, 2000; Tang et al., 2020). However, its application for investigating work zone crashes and its causal factors is non-existent. Understandably, it is challenging to collect work zone crash data using field experiments and driving simulators considering the safety of the participants and the limitations imposed by simulators.

This study was in part inspired by the evident gap in the published literature concerned with the investigation of work zone crashes using survival analysis. To our knowledge no previous studies have applied survival analysis to work zone crashes. Furthermore, the goal of this study is to identify and recommend guidelines on WZIAS layout which has potentially huge implications for WZIAS implementation. In view of these gaps, we present the three main research needs addressed by this study in the following section.

Research gap and study objectives

Based on the review of literature, we identify and rid of the following gaps with this study.

i. Past studies investigating the efficacy of WZIAS have been based solely on their performance (J. A. Gambatese et al., 2017; Marks et al., 2017). Therefore, causal factors that are extrinsic to the systems have not been considered in these studies. Two of such factors
are considered in this study, i) speed of intrusion, and ii) layout of WZIAS. In doing so we recommend best practices for choosing and deploying systems in the field. The impact of high-speed intrusions on work zone crash could be partially negated by devising appropriate system deployment strategies that facilitate quicker worker response. Since the deployment strategy is unique to each system, the relative position of the system components with respect to the work zone perimeter and workers is likely to vary based on choice of the system and work zone closure. Considering this, it is imperative to identify ideal use case scenarios for each system and establish best deployment strategies for their implementation. Although a prior study has made recommendations on selection of systems (Marks et al., 2017), we go a step further and recommend ideal deployment strategies as a means to translate theoretical knowledge on system characteristics and performance into work zone standards for real world application using experimental data.

ii. Our study analyzes workers’ naturalistic response to system alerts to investigate the occurrence of work zone crashes. While the analysis of naturalistic response by itself is not new to the literature, analysis of worker responses is rather novel since published research almost in its entirety has been centered around drivers (Choudhary & Velaga, 2020; Dingus et al., 2016; M. M. Haque & Washington, 2015; Shangguan et al., 2020). These studies have analyzed drivers’ braking response collected using driving simulators. In contrast, our approach aims to imitate work zone crashes to collect worker response in the field for two main reasons. First, it allows us to collect the response time, i.e., the time taken by workers to perceive and react to an alarm (move out of the way to safety). The exact time taken by a worker to react cannot be collected without field experiments. Second, collecting worker responses using driving simulators is particularly challenging. Although driving simulators
are effective in studying driver behavior, they provide limited to no scope for incorporating WZIAS and recording the worker response. Furthermore, unexpected problems that are frequently exhibited by WZIAS in the real world, such as false alarms and delayed activation are best studied using field experiments.

iii. We employ non-parametric and semi-parametric survival models to analyze worker response and occurrence of crashes in presence of WZIAS using field experiments. To our knowledge, application of survival analysis to this end has not been done in the literature.

Method

As previously mentioned, this study utilized field experiments to collect and analyze workers’ naturalistic response to work zone intrusion alerts produced by WZIAS. Various WZIAS layouts and intrusions speeds were used to emulate different scenarios for work zone intrusions. Worker responses to the alerts produced by WZIAS upon detection of these intrusions were then used to determine potential crashes. Determination of crash was based on worker response and alerts produced by the systems. In the following sections we discuss the experimental arrangements, procedures, and explain the methodology used to determine crashes.

Pilot testing

Field experiments for the study were conducted in two phases. In the first phase a pilot test was conducted to determine the maximum signal transmission range for the system components. This was important to ensure that the layout of the system components in our experiments was such that they were not too far apart to result in a loss of signal during transmission. The transmission range was determined as follows. The distance between the system components, sensor and alarm units, were gradually increased at 50 feet intervals. At each interval four attempts were made to activate the alarms by triggering the sensors. If all four attempts were successful, the
transmission was assumed to be complete. The maximum distance beyond which complete transmission ceased was considered as the maximum transmission distance (Novosel, 2014). This methodology was applied to find the transmission range for the following system components.

- **IAS:** Sensor to site alarm.
- **RAS:** Main assembly (sensor/alarm) to personal alarms.
- **PAS:** Pneumatic sensor to personal alarm.

As expected, different transmission ranges were obtained for the systems. For IAS, the transmission range from sensor to site alarm was 300 ft while for RAS the transmission range between the main assembly and personal alarms was about 400 ft. For PAS, complete transmission between sensor and site alarm was limited to 150 ft.

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Summary of systems specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IAS</td>
</tr>
<tr>
<td><strong>System components</strong></td>
<td>Cone mounted sensor lamps, and site alarm</td>
</tr>
<tr>
<td><strong>Alert mechanism</strong></td>
<td>Motion detection from vehicular impact on the traffic cones</td>
</tr>
<tr>
<td><strong>Type of alert</strong></td>
<td>Sound and flashing lights</td>
</tr>
<tr>
<td><strong>Deployment</strong></td>
<td>Sensors mounted on traffic cones placed around the work zone perimeter, and site alarm close to the workers</td>
</tr>
</tbody>
</table>
Transmission range can provide a reasonable estimate of response time needed to avert a crash. For example, when using systems with greater ranges, the sensor and alarm can be placed further apart which would provide workers with more time to react to an intrusion as the vehicle entering the perimeter will have to traverse longer distance before reaching the work area. This knowledge can aid in determining system layouts. This is particularly relevant for systems based on mechanical impact and pressure detection such as IAS and PAS. However, the same is not applicable to advanced warning systems like RAS since they are capable of alerting workers in advance. In such a case, detection range of the system can be used as a surrogate measure to estimate optimal layout of the system. Detection range can be defined as the minimum distance between intruder vehicle and the system needed to trigger an alarm.

In this study, the detection range for RAS was tested for different test speeds. In these experiments, test vehicles were driven towards the RAS main assembly at predetermined test speeds and the moment of alarm activation was recorded using video cameras. Using the recordings, the exact point at which the alarms were triggered was identified and the distance of the point from the main assembly was measured. Results suggested that the detection range was comparable to the standard Stopping Sight Distance (SSD) for the respective test speeds. Table 3 presents the results from pilot testing for transmission and detection range. The standard values of SSD for the test speeds are also provided within parenthesis.

IAS and PAS were selected for the next phase of testing wherein worker response post intrusion was collected. RAS was excluded from the second phase of tests considering advanced detection and warning.
Field testing

The field tests were conducted in a controlled facility that was closed to traffic and pedestrians. A typical lane closure identical to Figure 1 was set up using traffic channelizers to imitate a work zone. Five highway maintenance workers from TDOT were recruited as test subjects for the study. National demographic of highway construction workers suggested that only about 2.5% of the highway maintenance workers in the US were female and the average age of workers was about 44 years (*Data USA: Highway Maintenance Workers*, 2018). The workers were selected to represent this demographic. All participants in the study, drivers, and workers, were certified and experienced in highway construction and maintenance. They were also informed regarding the methodology and objective of the study before the field tests began.

**Table 3**
Results from pilot testing of WZIAS

<table>
<thead>
<tr>
<th>Tests</th>
<th>IAS</th>
<th>RAS</th>
<th>PAS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Transmission range</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sensor to site alarm</td>
<td>300 ft</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Sensor to personal alarms</td>
<td>NA</td>
<td>400 ft</td>
<td>150 ft</td>
</tr>
<tr>
<td><strong>Median detection range (n=3)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test speed</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30 mph</td>
<td>175 ft (200 ft)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>45 mph</td>
<td>350 ft (360 ft)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60 mph</td>
<td>500 ft (570 ft)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

During the experiments, the systems were setup in the lane closure following manufacturer recommendations presented in Table 2. The workers were then positioned close to a hypothetical work area and asked to engage in an activity of their choosing in a sitting position facing away from the incoming test vehicle. To obtain naturalistic response to the intrusion, workers were not provided prior information on when an intrusion would occur. They were also instructed to react only to the alerts produced over the devices (site or personal alarms). Test vehicles were then driven into the lane closure at various speeds to imitate intrusions. Several
safety precautions were adopted to ensure the safety of the participants. Drivers of the test vehicles were instructed not to deviate from the course of their trajectory and travel on the same lane while the workers were positioned away from the trajectory of the intruding vehicles on the adjacent lane. The workers were also asked to respond by moving away from the lane closure towards the shoulder upon receiving alerts from the system being tested. To counterbalance order effects, workers were randomly chosen for experiments. A randomly chosen worker would participate in tests for a certain configuration of a system. After completion of tests on the configuration, the next worker was then chosen at random to participate in the same experimental configuration and so on. After completion of tests for a certain configuration the system being tested was switched and the tests were then carried out in a similar manner.

The experiments were varied by intrusion speeds, and relative position of the system sensors to the workers. Intrusion speeds ranging from 30-60 mph at 5 mph increments were considered for the study. The relative position between sensors and worker varied from 100-300 ft for IAS and 100-150 ft for PAS considering their transmission range as shown in Figure 3. Besides predefined speed and sensor-to-worker spacing, data was collected on i) activation of alert; ii) noticeability of alarms measured using sound intensity; and iii) worker reaction time during each experimental trial. A description of the data collected is provided in Table 4 and the various experimental configurations is summarized in Table 5. Consequently, the outcome of the intrusion, i.e., if an intrusion resulted in a crash, was decided based on activation of alert and worker reaction recorded using video cameras (see section 0 for detailed explanation).
Crash determination and hypothesis formulation

Determination of whether an intrusion would result in a crash was based on three possible outcomes following an intrusion. These outcomes were based on worker reaction time ($t_w$), critical time ($t_c$), and activation of alarms. Worker reaction time for each experiment was determined from video recordings while the critical time was calculated based on test speed and sensor-to-worker distance. The three possible outcomes from experiments considered are as follows.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed [$u$, mph]</td>
<td>Speed of the intruding vehicle</td>
</tr>
<tr>
<td>Sensor-to-worker [$D_w$, ft]</td>
<td>Distance between the sensor and the worker for tested system</td>
</tr>
<tr>
<td>Alert (1=Yes, 0=No)</td>
<td>Binary variable indicating whether the alarms activated</td>
</tr>
<tr>
<td>Sound_int (dB)</td>
<td>Sound intensity of the site alarm at worker location used as a measure of alarm noticeability</td>
</tr>
<tr>
<td>Worker_react [$t_w$, s]</td>
<td>Time taken by a worker to perceive and react to alarms by initiating an evasive motion to move away from the work area towards the shoulder</td>
</tr>
<tr>
<td>Critical_time [$t_c$, s]</td>
<td>Measure of time taken by the test vehicle to reach the worker after it has entered the work zone perimeter, mathematically calculated as $t_c = \frac{D_w}{u+1.47}$</td>
</tr>
<tr>
<td>Crash (1=Yes, 0=No)</td>
<td>Binary variable indicating if an intrusion resulted in a crash determined as follows: Alert =1 and $t_w &lt; t_c$ then 0 Alert =1 and $t_w &gt; t_c$ then 1 Alert =0 then 1</td>
</tr>
</tbody>
</table>
• Outcome 1: Alarms activate and \( t_w < t_c \) = No crash

In case the alarms activate, and a worker’s response time is less than the critical time we assert that the intrusion is unlikely to result in a crash since the worker would have adequate time to get to safety.

• Outcome 2: Alarms activate and \( t_w > t_c \) = Crash

When this outcome is observed, we assert a crash is imminent since the intruding vehicle would have traversed the distance between the sensor and the worker before the workers would have adequate time to react to the alarms.

• Outcome 3: Alarms fails to activate = Crash

Under this outcome we assume that workers would be unaware of the intrusion as the system fails to register any intrusion and therefore a crash would be imminent.

It is noteworthy that our approach in determining the outcome of the intrusion is based on workers’ response. Drivers upon hearing alarms or striking traffic barriers, may often be able to break, stop or steer the vehicle to safety. Since our experiments were based on real world interaction between an intruding vehicle and workers this limitation could not be eliminated due to safety concerns. Four hypotheses are formulated to test the effect of the variables on work zone crashes. These hypotheses are as follows:

**H1:** With increase in sensor-to-worker distance, the probability of work zone crashes will decrease since the critical time increases.

**H2:** Greater latency in signal transmission increases the probability of work zone crashes as worker.
Since worker reaction time is dependent on the latency of signal transmission, system with shorter latency could be better able to reduce work zone crashes. Latency in signal transmission is defined as the time between intrusion detection and alerts.

Table 5
Summary of experimental configurations for WZIAS

<table>
<thead>
<tr>
<th>Variables</th>
<th>Experimental configurations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed</td>
<td>Between 30-60 mph at 5 mph intervals</td>
</tr>
<tr>
<td>Sensor-to-worker</td>
<td>Set at 100 ft, 200 ft and 300 ft</td>
</tr>
<tr>
<td>IAS</td>
<td>Set at 100 ft, 200 ft and 300 ft</td>
</tr>
<tr>
<td>PAS</td>
<td>Set at 100 ft, and 150 ft</td>
</tr>
</tbody>
</table>

Note: There were a total of 7(Speed) x (2+3)(Sens_to_alr) = 35 experimental configurations for the two systems.

**H3:** With the increase in speed of the intruding vehicle, the probability of work zone crashes will increase.

As the speed of the intruding vehicle increases the critical time decreases and quicker responses from workers will be required to avoid crashes. Therefore, with higher intrusion speeds, crashes are more likely to occur.

**Survival analysis**

Survival analysis is popularly used in many areas of research such as epidemiology, engineering, and economics to model the time until occurrence of an event. In this study, the event is occurrence of a work zone crash. In other words, our analysis models work zone crashes considering the time until its occurrence measured since intrusion of the work zone perimeter. It is worth mentioning that this study assumes any possible contact between a worker and intruding vehicle as a crash regardless of its severity.

The survival function then gives the probability of non-crash intrusion occurring at time \( T \) which is longer than some specified time \( t \). Assuming \( f(t) \) is the probability density function
and \( F(t) \) is the cumulative distribution function of the continuous random variable \( T \), the probability that no crashes occur after time \( t \) is given by the survival function \( S(t) \) as follows:

\[
S(t) = P(T > t) = 1 - F(t)
\]  

(1)

Another concept that is related to survival function is the hazard function. Hazard function \( h(t) \) also called the hazard rate gives the instantaneous probability of occurrence of an event (crash) conditional on no events having occurred until the time \( t \). Mathematically, it can be written as:

\[
h(t) = \frac{f(t)}{S(t)} = \lim_{\Delta t \to 0} \frac{P(T \leq t + \Delta t | T > t)}{\Delta t}
\]  

(2)

Survival analysis collectively refers to three main survival models. These models are Kaplan-Meier (KM) estimator, Cox Proportional Hazards (Cox PH) model, and Accelerated Failure time (AFT) model which belong to non-parametric, semi-parametric, or parametric family of models, respectively.

**Kaplan Meir estimator**

KM estimator is a non-parametric estimator of the survival function for small time intervals. It can be written as:

\[
S_{KM}(t) = \prod_{t_i \leq t}(1 - \frac{e_i}{n_i})
\]  

(3)

where \( t_i \) represents time at which at least one crash is observed, \( e_i \) is the number of crashes that occurred at \( t_i \) and \( n_i \) is the number of intrusions that did not results in a crash. A notable limitation of KM estimator is its ability to incorporate variable effects. Since only the time and occurrence of crashes are included in the estimator, it cannot be used to model the effects of variables. Regardless, they can be used to compare the probability of crashes between separate groups of variables using the log rank test statistic. For example, to compare the likelihood of
crashes between two different intrusion speeds, KM estimators can be used to estimate the survival functions for each speed separately and test if they are statistically different. The log rank test statistic tests the null hypothesis that the survival functions for the two groups (in this case intrusions speeds) being compared is not statistically different. The test statistic is calculated as:

\[ c^2 = \frac{\sum_{j=1}^{J} (O_j - E_j)}{\sqrt{\sum_{j=1}^{J} V_j}} \sim N(0,1) \text{ under } H_0 \]  

(4)

where \( O_j \) and \( E_j \) are the observed and expected number of crashes, respectively for distinct time of crashes \( t_1 < t_2 < t_3 \ldots < t_j \), and \( V_j \) is the variance of observed number of crashes. Semi-parametric and fully parametric models that can address the effect of variables are often preferred over KM estimators.

**Cox proportional hazard model**

Due to the inability of KM estimators to include variables in estimating survival functions, use of semi-parametric Cox PH and fully parametric AFT models is often preferred. Cox PH model assumes multiplicative effect of variables on some baseline hazard to study variable effects on the time until an event. The model is based on two assumptions, i) the functional form for survival function exponential, and ii) hazard rate is constant over time. Mathematically, it can be written as follows:

\[ h(t|X) = h_o(t)\exp(-bX) \]

(5)

where for a vector of variables \( X \), \( h(t|X) \) is the hazard function, \( h_o(t) \) is the baseline hazard function and \( \exp(-bX) \) is the functional form of the variables with a vector of coefficients, \( b \). The underlying proportional hazard assumption however might not hold true for all variables in a model. Test for the assumption is particularly important when the effect of variable is of interest.
(i.e., test whether the effect of variable is constant overtime or not). In case the assumption is violated, the variables violating the assumption can be controlled by stratification while simultaneously including remaining variables in the model. Such a model is referred to as stratified Cox PH model. Assuming the variable violating the proportional hazard assumption has $K$ levels, the modified hazard function can be mathematically expressed using the following equation.

$$h_k(t|X) = h_{ok}(t) \exp (-bX)$$ \hspace{1cm} (6)

Here, $h_k(t|X)$ and $h_{ok}(t)$ are the hazard and baseline hazard functions respectively for $k^{th}$ stratum with $k = 1, 2, 3..., K$ levels of the variable that is being stratified. Note that unlike in Eq. (5) where there is a single baseline hazard function, Eq. (6) results in a different baseline hazard function for each level of the stratified variable.

Application of Cox PH model for independent and identically distributed random variables is straightforward. However, for individuals in a study that are subjected to repeated measures (i.e., when measurements are in clusters) it is necessary to account for unobserved heterogeneities arising from different clusters that may expose individuals to different levels of hazard (M. M. Haque & Washington, 2015; J. Wang et al., 2020). Unobserved heterogeneities can be accounted for in Cox PH model by adding a frailty parameter assuming that every cluster of individuals has a different frailty, and among them the frailest would die first. The frailty parameter is essentially a random effect term that multiplicatively modifies the hazard function for each cluster. The resulting modified Cox PH model is called shared frailty Cox PH model and is of the form:

$$h_{ij}(t|u_i) = h_o(t)u_i \exp (-bX_{ij})$$ \hspace{1cm} (7)
where, $h_{ij}$ represents the hazard function for $i^{th}$ individual (worker) in the $j^{th}$ measure (experiment); $b$ is a vector of coefficients for the variables $X_{ij}$ and $u_i$ is the shared frailty with mean 1 and variance $\theta$ following a gamma distribution (for example, see (Therneau et al., 2003)).

It is worth mentioning here that a third member of the family of survival models are fully parametric AFT models. These models assume that variables have multiplicative effect on the survival time. Exponential, Weibull, log-logistic, lognormal and loglogistic are some of the commonly used parametric distributions in AFT models. There are notable limitations to AFT models. Selection of appropriate distributions for AFT models is often difficult unless the underlying distribution can be identified with certainty (Kleinbaum & Klein, 2012). Also, AFT models cannot handle zero values in the response variable (J. Zhang & Thomas, 2012). For these reasons, Cox PH and stratified Cox PH were used for statistical analyses in the study. All analyses in this study were done using R v3.5.1, and R package survival which utilizes penalized partial loglikelihood for model fitting (Therneau, 2020; Therneau et al., 2003).

**Data**

A total of 525 observations (35(experimental configurations) x 5(workers) x 3(trials) were recorded from the experiments which comprised of 315 observations for IAS and 210 observations for PAS. Descriptive statistics of variables used in our analysis is shown in Error! Reference source not found. Descriptive statistics for workers are presented here to provide the reader with a summary of test subjects.
Results and discussion

KM estimators are useful in determining the change in probability of survival and testing the independence of groups in absence of variable effects. Therefore, KM estimators were used for the two systems, different test speeds and sensor-to-worker distances to test the independence of survival probability. Figure 4(a) presents the result from KM estimator for cumulative probability of work zone crashes with 95% confidence interval. A large confidence interval was observed at the end of the curve which is indicative of most crashes occurring within the first seven seconds of intrusion. Similarly, the KM estimators for different groups namely systems (Figure 4(b)), test speeds (Figure 4(c)), sensor-to-alarm distance (Figure 4(d)) are also presented. The tick marks in these plots represent censored data for which no crashes were observed. Log-rank test was conducted to test independence of groups. Results from log-rank test suggested difference in survival functions across groups (Chi-square = 72.3, p-value < 0.01 for systems; Chi-square = 97.6, p-value < 0.01 for test speeds; and Chi-square = 432, p-value < 0.01 for sensor-to-worker distances).

In comparing the estimators for IAS and PAS for the same time, IAS was observed to result in greater probability of survival compared to PAS after three seconds. This suggested that for longer tapers, IAS would be safer. This is because for longer tapers vehicles will have to travel for a longer duration downstream after intrusion. In such events IAS would likely result in a higher survival probability. Among the estimators for different speed groups, lower speeds displayed longer horizontal leveling. This suggested that the probability of survival remained constant for a longer period when the intruding vehicles were traveling at a lower speed. Compared to intrusions that occur at low speed, intrusions that occur at higher speeds had more noticeable impact on occurrence of work zone crashes over a shorter period. The estimators
suggest that for the same difference in time the change in survival probability for high-speed intrusions (greater than 35 mph) was higher versus low-speed intrusions. These findings hint that for high-speed intrusions, even a small increase in critical time would have measurable impact on work zone crashes. Parallel results can be drawn for the estimators on sensor-to-worker distance.

Table 6
Descriptive statistics of observations

<table>
<thead>
<tr>
<th>Category or Variables</th>
<th>Mean</th>
<th>Std. deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worker_react</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IAS</td>
<td>1.98</td>
<td>0.38</td>
</tr>
<tr>
<td>PAS</td>
<td>1.96</td>
<td>0.41</td>
</tr>
<tr>
<td>Sound_int</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IAS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100 ft</td>
<td>68.51</td>
<td>1.48</td>
</tr>
<tr>
<td>200 ft</td>
<td>57.25</td>
<td>1.47</td>
</tr>
<tr>
<td>300 ft</td>
<td>51.98</td>
<td>1.54</td>
</tr>
<tr>
<td>PAS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100 ft</td>
<td>75.36</td>
<td>1.62</td>
</tr>
<tr>
<td>150 ft</td>
<td>69.67</td>
<td>1.59</td>
</tr>
</tbody>
</table>

System alerts and crash

<table>
<thead>
<tr>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>IAS</td>
</tr>
<tr>
<td>Alert (1=Yes, 0=No)</td>
</tr>
<tr>
<td>Crash (1=Yes, 0=No)</td>
</tr>
<tr>
<td>Total experimental trials</td>
</tr>
<tr>
<td>PAS</td>
</tr>
<tr>
<td>Alert (1=Yes, 0=No)</td>
</tr>
<tr>
<td>Crash (1=Yes, 0=No)</td>
</tr>
<tr>
<td>Total experimental trials</td>
</tr>
</tbody>
</table>
The vertical drop in survival probability was less frequent for great distances indicative of its positive impact on the occurrence of crashes. Therefore, for the same difference in time, the probability of survival can be expected to vary less when the separation between the sensors and workers is more. The time at which the survival probability approaches the minimum value is also noteworthy. At 100 ft, most crashes occurred within 2 seconds of intrusion while for 300 ft almost all crashes were observed between 3-7 seconds of intrusion. Based on these results it can be concluded that when workers are close to the work zone perimeter (sensor-to-worker
distance is less) even a small increment in the critical time would have measurable impact on the occurrence of crashes.

Next, three variations of the Cox PH model were fit to the experimental data obtained from both systems to investigate the effect of variables on occurrence of crashes. The first model was a Cox PH model. The second was a stratified Cox PH model that stratified variables violating the proportional odds assumption. The third model was a shared frailty Cox PH model incorporating random effects to account for heterogeneity in the data from repeated trials on the same individuals. Backward elimination approach was used to develop the models by first removing variables with high multicollinearity based on Variation Inflation Factor (VIF) followed by removal of variables that did not contribute towards model goodness of fit. Two model goodness of fit were considered while selecting variables, namely, AIC and C-statistic. Additionally, the stratified Cox PH model was developed by administering Schoenfeld test for proportional hazards assumption on the variables and then stratifying variables violating the assumption. In the shared frailty Cox PH model, a frailty term with gamma distribution (mean 1 and variance θ) was added to the Cox PH model to account for mixed effects. Summary of the three models is presented in Table 7. The shared frailty model was found to be a slightly better fit compared to the other models. Further, high values of C-statistic for all three models is indicative of their good discriminatory power (Hosmer & Lemeshow, 2000).

Table 7
Summary of the Cox models for overall survival

<table>
<thead>
<tr>
<th>Model fit measure</th>
<th>Cox model</th>
<th>Stratified Cox model</th>
<th>Shared frailty Cox model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Partial loglikelihood at zero</td>
<td>-1379</td>
<td>-1276</td>
<td>-1379</td>
</tr>
<tr>
<td>Partial loglikelihood at convergence</td>
<td>-1163</td>
<td>-986</td>
<td>-1161</td>
</tr>
<tr>
<td>AIC</td>
<td>2335</td>
<td>1978</td>
<td>2234</td>
</tr>
<tr>
<td>C-statistic</td>
<td>0.83</td>
<td>0.84</td>
<td>0.83</td>
</tr>
</tbody>
</table>
Table 8
Result from stratified Cox model

<table>
<thead>
<tr>
<th>Variables</th>
<th>Coefficients (SE)</th>
<th>Hazard ratio</th>
<th>VIF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensor-to-worker</td>
<td>-0.025 (0.002)***</td>
<td>0.97</td>
<td>1.30</td>
</tr>
<tr>
<td>Sound_int</td>
<td>0.010 (0.01)</td>
<td>1.01</td>
<td>1.33</td>
</tr>
<tr>
<td>Worker_react</td>
<td>0.311 (0.15)*</td>
<td>1.37</td>
<td>1.06</td>
</tr>
</tbody>
</table>

Number of crashes = 383

Level of significance: ***0.001, **0.01, *0.05, # 0.1

Results from the stratified Cox model is shown in Table 8. The table presents variable coefficients with their standard errors within parentheses, and their hazard ratios and VIFs. Hazard ratios provided here can be used to quantify the change in outcome (here the probability of crash) with the change in the predictor variables. VIF for the variables in the model were close to 1 suggesting low correlation between one other (Kock & Lynn, 2012). In the initial model, the variables Sensor-to-worker, Worker_react and Speed were found to be statistically significant. Variable Speed was however later removed from the model due to high VIF (VIF=11). The sign of the variable coefficients gives an idea of its influence on the outcome. A negative coefficient, and hazard ratio less than 1 for a variable implies that the variable is inversely associated with the outcome. On the contrary, a positive coefficient, and a hazard ratio greater than 1 implies direct relationship between the variable and outcome. For example, a negative coefficient for Sensor-to-worker implies that, controlling for other factors, with an increase in sensor-to-worker distance the probability of crash decreases. More precisely the model predicts that probability of crash decreases by about 3% with every 1 ft increase in distance. The finding is intuitive since with greater separation between the worker and the sensor, intruding vehicles will need to travel further downstream after the intrusion providing additional time for the workers to react to the intrusion. This finding supports our first hypothesis H1.
### Table 9
Results from Cox models for the systems

<table>
<thead>
<tr>
<th>Variables</th>
<th>Coefficients (SE)</th>
<th>Stratified Cox model</th>
<th>Shared frailty model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cox model</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IAS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Speed</td>
<td>0.22 (0.02)***</td>
<td><strong>0.25 (0.02)</strong>*</td>
<td>0.22 (0.02)***</td>
</tr>
<tr>
<td>Sound_int</td>
<td>-</td>
<td>0.64 (0.05)***</td>
<td>0.58 (0.05)***</td>
</tr>
<tr>
<td>Alert (1=Yes, 0=No)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>-2.10 (0.29)***</td>
<td>-</td>
<td>0.003</td>
</tr>
<tr>
<td>C-statistic</td>
<td>0.96</td>
<td>0.96</td>
<td>0.97</td>
</tr>
<tr>
<td>Likelihood ratio test</td>
<td>342.30</td>
<td>323.80</td>
<td>342.7</td>
</tr>
<tr>
<td>AIC</td>
<td>537.6</td>
<td>434.9</td>
<td>537.6</td>
</tr>
<tr>
<td>Variance of gamma frailty</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of crashes = 198</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PAS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Speed</td>
<td>0.20 (0.11)***</td>
<td>4.08 (355.06)</td>
<td><strong>0.20 (0.02)</strong>*</td>
</tr>
<tr>
<td>Alert (1=Yes, 0=No)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>-1.02 (0.27)***</td>
<td>-</td>
<td><strong>-1.07 (0.27)</strong>*</td>
</tr>
<tr>
<td>Sound_int</td>
<td>0.56 (0.04)***</td>
<td>-0.01 (0.06)</td>
<td><strong>0.57 (0.04)</strong>*</td>
</tr>
<tr>
<td>C-statistic</td>
<td>0.95</td>
<td>0.99</td>
<td>0.95</td>
</tr>
<tr>
<td>Likelihood at convergence</td>
<td>-345.92</td>
<td>398.2</td>
<td>335</td>
</tr>
<tr>
<td>AIC</td>
<td>697.83</td>
<td>268.9</td>
<td>697.2</td>
</tr>
<tr>
<td>Variance of gamma frailty</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of crashes = 185</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Level of significance: ***0.001, **0.01, *0.05, # 0.1

Note: "-" indicates the variable stratified in the model.

Similarly, a positive coefficient and hazard ratio more than 1 for Worker_react suggests that the variable is causally related to the work zone crashes and with unit increase in worker reaction time, probability of crash can be expected to increase by about 37%. It is obvious that work zones crashes are more likely to occur when workers fail to react timely to intrusions. Considering that the primary reason for worker’s delayed response in our experiments can be attributed to greater latency in signal transmission we support hypothesis H2. Therefore, we can assert that a system’s quickness in producing alert after detection is imperative towards reducing crashes. The variable Sound_int although statistically insignificant improved the model goodness of fit and was therefore included in the model. These results in general indicate that for any work zone regardless of the system being used, the two key factors that need consideration are
separation between the sensors and the worker and the system’s ability to alert the workers in time. Among the three hypotheses, no specific findings could be reported to support or oppose H3 from the model.

The models analyzed aggregated data for both the systems. However, to study the influence of variables on each system, system specific analysis was needed. Therefore, the three variations of the Cox PH model were applied to crash data on IAS and PAS separately. The same modeling technique described in the preceding paragraphs were applied. We present the model results with parameters estimates, standard error, and model goodness of fit parameters for the models in

**Table 9.** Note that the variable *Alert* was stratified for the stratified Cox models for both the systems. The magnitude of coefficients for the models were comparable except for stratified Cox model for PAS. Of the three models for IAS, the stratified model was found to the superior fit. Similarly, the shared frailty Cox model was the best fit for PAS. Although model goodness of fit indicated that the stratified model was the best fit for PAS, the model was discarded due to its inconsistent estimates compared to other models. The variances of gamma frailty for IAS and PAS were found to be 0.002 and 0.003, respectively. Low magnitude of variances is indicative of small variability between the workers which can be attributed to relatively small sample size. Although accounting for mixed effects is recommended when the number of participants (workers in this case) is larger than five, interpretation of causal effects from mixed models for smaller number of participants is still considered safe (Gelman & Hill, 2007). Due to the difficulty in recruitment, this study was limited to five workers. This can be expanded further as
a potential avenue for future research. In contrast to the findings in Table 7, the influential
variables for both systems were found to be Speed, Sound_int, and Alert. As expected, the
coefficient for Speed for both the systems was positive indicating direct relationship between
speed of the intruding vehicle and work zone crashes. This provided evidence to our hypothesis
H3. Further, results from the frailty model for PAS resulted in a high magnitude negative
coefficient for Alert suggesting an inverse and prominent relationship of the variable with work
zone crashes.

**Research implications and recommendations**

The results from tests and analyses highlighted the influence of system performance and layout
on work zone crashes. Results from pilot testing provided with essential information on system’s
transmission range and analyses of experimental data using non-parametric KM estimators and
semi-parametric Cox PH models highlighted the impact of variables (i.e., Speed, Sensor-to-alr,
Sound_int, Alert, Worker_react) on crashes. We discuss the implications of the findings in
parallel with our recommendations as follows.

**Speed limit**

Results from our regression models in

**Table 9** suggests, with unit increase in operating speed the probability of crash increases by
about 22% ((exp(0.2)-1)x100%). Since reduction in the operating speed limit could have
measurable impact on crashes, we recommend reducing the speed limit near work zones
whenever WZIAS is being used. Reduction in existing speed limit will reduce the probability of
crash and shorten length of lane closure needed which will provide a greater opportunity for the
systems to cover the work zone (Mishra, 2013). However, reduction in speed limit should be done after careful consideration since the general practice on reduction of speed limit across the US varies with states (Bham & Mohammadi, 2011). We recommend a conservative approach that agrees with existing practices. We recommend a 5-mph and 10-mph reduction in speed limits for highways operating at 40-55 mph and 60+ mph respectively. Work zones can be set up on facilities based on their operating speed as provided in MUTCD 2009. However, appropriate guidelines and standards will need to be established for the buffer area.

*Buffer space and system deployment*

The transmission range of the system components should be given due consideration while determining the length of buffer space. We present a schematic for the recommended layout of system components based on our findings in Figure 5 In case of IAS, based on results from KM estimators (Figure 4(c)), we recommend providing minimum buffer space that in numerically equal to revised speed limit in ft/s x 3 seconds as most crashes above 40 mph occur within 3 seconds of intrusion. We recommend using at least two site alarms while using the system, one placed close to the transition taper and the other placed next to the work area (see Figure 5(a)). The alarm unit placed near the transition taper can be placed midway between the taper length. This configuration will ensure that intrusions detected by the sensors in the transition area is communicated to all site alarms regardless of their separation. Additionally, the spacing between the sensors in the transition taper should be based on engineering judgement such that vehicles would not be able to pass through the perimeter without striking the cones/sensors. It is noteworthy that as per MUTCD guidelines, the spacing between the traffic barriers should be limited to 40 ft on highways operating at 40 mph speed limit. Similar guidelines can be followed for the cones/sensors placed in rest of the work zones on all highways. In case of RAS, the
primary objective while using the system should be to place it within transmission range of the work area as shown in Figure 5(b). Since the system is recommended primarily for flagging, the MUTCD recommendation is to set transition taper at maximum of 150 ft for which the 400 ft transmission range of the system is adequate. When used with IAS, the layout for both the systems should be dictated by IAS and since the goal of RAS will be primarily to alert the drivers of the speed limit around a work zone. The layout for PAS should also be based on its transmission due to its comparatively limited range. We recommend buffer space for the system should be at least 100 ft with the sensor-to-alarm distance limited to 150 ft to ensure transmission and meet the MUTCD guidelines (Figure 5(d)). It is worth noting that this recommendation also satisfies our finding demonstrated in Figure 4(d) where a minimum time of at least 2 seconds is desirable for sensor-to-alarm distance of 100 ft since the system is recommended for use in facilities with operating speed less than 30 mph.

**System selection**

Based on the results from pilot testing and model analysis we recommend using IAS in construction work zones that require long term use of stationary traffic channelizers over long tapers. The system’s transmission range allows it to be used in long tapers and therefore can used effectively in facilities where the posted speed limit is more than 30 mph. However, the time needed to set up each individual sensor makes it impractical for use in projects that require frequent repositioning. RAS is recommended for use in projects that require flagging. In our review of the literature, we could find no other systems that facilitate flagging operation and advanced intrusion detection. Further, it can be used in facilities with operating speed less than 40 mph. The 400 ft transmission range of the system makes it ideal for covering work zone perimeters with medium length tapers (Figure 5(c)). When flagging operation is needed on
facilities with speed limit greater than 40 mph, we recommend the system to be used alongside IAS to overcome the limitation imposed by its transmission range. When used with IAS, the system can be used primarily for enforcing speed limits while utilizing IAS for alerts. Finally, PAS, despite having a relative short transmission range, is easy to deploy. It is best suited for
Table 10
Work zones taper and system deployment

<table>
<thead>
<tr>
<th>Speed limit (mph)</th>
<th>Revised speed limit (mph)</th>
<th>Minimum taper length as per MUTCD, L (ft)</th>
<th>Recommended minimum buffer space, U (ft)</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>35</td>
<td>245</td>
<td>155</td>
</tr>
<tr>
<td>40</td>
<td>35</td>
<td>125</td>
<td>155</td>
</tr>
<tr>
<td>45</td>
<td>40</td>
<td>480</td>
<td>180</td>
</tr>
<tr>
<td>50</td>
<td>45</td>
<td>540</td>
<td>200</td>
</tr>
<tr>
<td>55</td>
<td>50</td>
<td>600</td>
<td>225</td>
</tr>
<tr>
<td>60</td>
<td>50</td>
<td>600</td>
<td>225</td>
</tr>
<tr>
<td>65</td>
<td>55</td>
<td>720</td>
<td>245</td>
</tr>
<tr>
<td>70</td>
<td>60</td>
<td>800</td>
<td>290</td>
</tr>
</tbody>
</table>
short term maintenance or mobile work zones and on facilities with speed limit less than 30 mph since the system’s 150 ft range is adequate for work zones on facilities operating at less than 30 mph. The system is well suited for work zones on shoulders with little or no lane encroachment as shown in Figure 5(d). A summary of our recommendations is presented in Table 11.

**Conclusion**

This study employed non-parametric and semi-parametric survival analysis to investigate the influence of external variables associated with WZIAS on work zone crashes. The study used three WZIAS and subjected them to field tests wherein intrusions were imitated by driving test vehicles into a work zone with workers in a controlled setting. The activation of system alarms and worker reaction were then used to determine occurrence of crashes. The study contributed to the literature in the following manner.

*Identification of WZIAS related external factors influencing work zone crashes*

Previous studies evaluating WZIAS have focused entirely on their characteristics and performance. As per our knowledge, this is the first study that addresses the influence of external factors on the effectiveness of WZIAS. The manner of system deployment, more specifically the

**Table 11**

Selection of WZIAS based on work zone types

<table>
<thead>
<tr>
<th>System</th>
<th>Type of work</th>
<th>Taper length</th>
<th>Type of facility</th>
</tr>
</thead>
<tbody>
<tr>
<td>IAS</td>
<td>i. Long term construction with stationary traffic channelizers</td>
<td>Long tapers &gt; 150 ft</td>
<td>Speed limit &gt;30 mph</td>
</tr>
<tr>
<td></td>
<td>i. Flagging operation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RAS</td>
<td>ii. Short term mobile work zone requiring speed enforcement</td>
<td>Medium tapers &lt; 400 ft</td>
<td>Used in conjunction with IAS in facilities with speed limit &gt; 40 mph</td>
</tr>
<tr>
<td></td>
<td>i. Short term mobile Construction and maintenance work zones</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ii. Work zones with minor encroachment</td>
<td>Short Tapers &lt; 150 ft</td>
<td>Posted speed limit &lt; 30 mph</td>
</tr>
</tbody>
</table>
layout of systems components and intrusion speed has not been accounted for by previous studies while evaluating system efficacy.

Our findings highlight the influence of intrusion speed, sensor-to-worker spacing, and system accuracy on occurrence of work zone crashes. We conclude that among all these factors intrusion speed and adequate spacing between the system sensors and workers is imperative to reducing crashes since appropriate measures pertaining to these factors can be adopted in the field. This can be achieved by reducing speed limits and standardizing the length of the buffer space to provide adequate separation.

*Standardization of deployment strategies for systems*

Although current literature recommends appropriate use cases for systems based on field experiments (Marks et al., 2017) specific recommendations that translate theoretical knowledge derived from field tests to standardized field practice is missing.

In this study we recommend appropriate use case scenarios for systems based on their transmission range and ease of installation. Additionally, we also present ideal deployment strategies for the system with revisions to existing MUTCD guidelines. Revisions recommended to existing guidelines include standards for buffer space and appropriate placement location of system components within a work zone.
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3. Overcoming challenges in crash prediction modeling using discretized duration approach: An investigation of sampling approaches

Introduction

Traffic engineers utilize Safety Performance Functions (SPFs) to identify the causal factors of crashes and develop strategies to make highways safer. SPFs are developed using regression techniques and can be of two types: i) static risk models and ii) dynamic risk models depending on the type of data they are trained on (Yasmin et al., 2018). Static risk models regress the frequency of crashes at a particular location as a function of predictors such as traffic flow, highway geometry, environmental conditions, driver, and vehicle characteristics (e.g., age, gender, vehicle body type, etc.) using aggregated traffic and crash data collected from the location over an extended period (e.g., see (Imprialou et al., 2016; Ma et al., 2008; Ma & Kockelman, 2006a)). Although useful for safety interventions, there are two main limitations to static risk models. First, aggregated data used to train these models fail to capture variations in the predictor variable which can result in erroneous inferences of the relationship between crash and its predictor. For example, traffic flow can vary considerably across a day, month, and year. Aggregated metrics such as Average Annual Daily Traffic, when used as a precursor to crashes, cannot capture the variation in traffic flow conditions that influences crashes. Second, static risk models are only useful for reactive traffic management and lends little to no utility towards proactive traffic management. This necessitates the use of dynamic risk models.

Dynamic risk models or real-time crash prediction models use real-time disaggregated traffic data to eliminate the limitations of static risk models. Contrary to its static counterpart, dynamic risk models evaluate the probability of crash based on observed associations between traffic and crash occurrences, thus enabling unsafe traffic conditions to be used as predictors of
future crashes (Hossain et al., 2019a; C. Lee et al., 2003; Theofilatos et al., 2019). This enables traffic engineers and planners to monitor real-time traffic flow dynamics, identify unsafe conditions, make predictions, and take proactive measures in real-time to fix traffic flow conditions and avoid unfavorable outcomes such as crashes and congestion.

With the advent of advanced data-driven techniques such as data mining and Machine Learning (ML), researchers no longer need to depend on regression techniques to develop SPFs, and rightfully so. ML algorithms have been found to offer better predictive accuracy compared to traditional SPFs (Ariannezhad et al., 2021; Cai et al., 2020). However, data-driven techniques are limited by their transportability (i.e., the ability to generalize causal relationships in scenarios other than what the algorithm is trained on) and ability to provide insight into causal inferences (Mannering et al., 2020). Therefore, SPFs are still desired when the extraction of causal inferences is of interest. In particular, regression equations grant the ability to draw interpretable results through variable coefficients and marginal effects which is desired when generating crash forecasts under different policy scenarios.

**Literature review**

*Statistical approaches in real-time crash modeling*

Regression-based real-time crash prediction models in the literature are largely based on a case-control approach where crashes are matched with non-crash events and crash likelihood is modeled using the binary logit framework. For example, crashes can be assumed to have binary outcomes (crash=1, no crash=0) but crash events are seldom encountered compared to non-crash events. Therefore, every crash is matched with multiple non-crash events based on common variables such as location, time and day, real-time traffic flow, etc. which serve as controls (M. Abdel-Aty & Pande, 2007; Rahman et al., 2021; Sun & Sun, 2016a). However, an issue that
arises with this approach is the ratio of events to its controls usually is not representative of the actual phenomenon and the optimal ratio often varies from one study to another (Yasmin et al., 2018). Recently, a “sampling of alternatives” approach was proposed by researchers to overcome this shortcoming (Yasmin et al., 2018). In this approach, the analysis window (1 month) was divided into 5-minute intervals. A crash could occur on any of these time intervals, therefore allowing the time intervals to be modeled as alternatives in a Multinomial Logit (MNL) model. To avoid computational issues arising from a large number of alternatives, the researchers used a sampling approach where 30 alternatives were drawn which included the time interval where the crash was observed and 29 other random intervals. Using this approach, the authors developed a joint model by integrating monthly crash risk and real-time crash risk that could predict crashes for 5-minute time intervals in the next month. While it is appealing to forecast potential crashes far into the future, a future window of 1 month considered in the study is impractical. There can be considerable changes in traffic flow and weather conditions over longer periods which makes predictions with longer windows unrealistic and unreliable.

Another notable approach in the prediction of crash likelihood is the use of duration models, also called hazard or survival models. These models describe the conditional probability of an event (in this case a crash) occurring at a certain time \( t \) provided it has not occurred until then. Hazard models in their most basic form assume a constant effect of a predictor variable on the outcome over time which is referred to as constant hazard rate. The framework was first implemented to analyze crash data in 1990 (H. L. Chang & Jovanis, 1990). It has since been extended to model crashes on highway intersections (e.g., (Bagloee & Asadi, 2016)), predict clearance time for roadway incidents (e.g., (Nam & Mannering, 2000)), predict crashes on highway work zones (e.g., (Thapa & Mishra, 2021a)). Its application on real-time crash
prediction, however, is not straightforward because of its inability to incorporate time-varying covariates. However, if the duration between crashes is divided into equal-time intervals and modeled as outcomes in a choice model, time-varying covariates can be introduced in duration models as interval-specific variables (Paleti et al., 2021).

### Table 12
Types of sampling techniques with examples

<table>
<thead>
<tr>
<th>Technique</th>
<th>Study</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>(Zimmerman et al., 2012)*</td>
<td>Random selection of GPS points from a geographical cluster within a city to select individuals and households to be interviewed on traffic crashes</td>
</tr>
<tr>
<td>Interval</td>
<td>(Al-Ghamdi, 2002)</td>
<td>Investigated the determinants of pedestrian crashes by selecting every third record from a list of pedestrian crashes.</td>
</tr>
<tr>
<td></td>
<td>(Theofilatos et al., 2019)</td>
<td>Case-control approach with samples drawn from non-crash events to estimate the effect of real-time traffic characteristics on crash occurrence</td>
</tr>
<tr>
<td>Stratified</td>
<td>(Harb et al., 2008)</td>
<td>Stratified sampling based on number of lanes, speed limit and time of day (a.m. or p.m.) to compare work zone and non-work zone crashes (necessitated by varying traffic flow conditions at these crash locations) using conditional logistic regression</td>
</tr>
<tr>
<td></td>
<td>(Mohan et al., 2017)</td>
<td>Compared cities stratified by traffic fatality rates to investigate the effect of road type and junction density on crashes</td>
</tr>
<tr>
<td>Cluster</td>
<td>(Furth, 2011; Furth et al., 1988)</td>
<td>Sampling of trips (e.g., of trips-round trips or chain of trips on a single route) to estimate true transit patronage</td>
</tr>
<tr>
<td></td>
<td>(Zimmerman et al., 2012)*</td>
<td>Geographical clustering of the study area within cities based on their GPS coordinates to identify clusters of individuals and households who could be interviewed on traffic crashes</td>
</tr>
</tbody>
</table>

*Note: (Zimmerman et al., 2012) use two sampling techniques in their study. The first is geographical clustering to divide cities into grids. Random GPS coordinates were then drawn from the grid to select individuals and households for their survey and interviews.

### Sampling approaches

Developing regression models using large crash data can be computationally demanding. In this regard, probability sampling techniques can help draw representative samples that can provide accurate statistical inferences with a reduced computational load and time. Probability sampling techniques draw samples from the original data at random, therefore, assigning every observation an equal probability of being selected. Since the current study necessitates the use of sampling
techniques, we briefly describe the probability sampling techniques as they are relevant to this study.

Probability sampling can be done in one of four following ways: (i) simple random sampling by drawing samples at random; (ii) systematic or interval sampling by drawing a random sample at first and samples after a certain interval then after (every $n^{th}$ sample); (iii) stratified sampling by drawing a sample from preidentified groups or strata in the data; and (iv) cluster sampling by identifying and selecting natural clusters within the data. The approaches in sampling have their distinct advantages and disadvantages. Simple and systemic approaches are the easiest to perform. However, for imbalanced data (where a particular observation is rare while others are abundant) simple random sampling can lead to biases. Interval sampling can also lead to biases particularly when the data being drawn from has a periodical or repetitive structure such as those observed in panel and cross-sectional data. The approach also requires a complete list of observations before being administered. Stratified and cluster sampling, although immune to biases that plague simple random and interval sampling, are particularly complicated to work with. In stratified sampling, having prior knowledge of the data properties is necessary to identify groups and strata in the data. While this can be difficult, it is particularly useful in the case of imbalanced data as samples can be drawn from groups of frequent observations to match rare observations (e.g., draw only from non-crash events to match it with crash events). Although alternatively, synthetic data generation techniques can also be used to create synthetic data points and eliminate the need for sampling (e.g., see (Ariannezhad et al., 2021; Cai et al., 2020; Ke et al., 2019). Similarly, in cluster sampling, it is challenging to determine the number of clusters required to represent large data, and this gives rise to statistical uncertainty. Table 12 describes
selected studies based on sampling techniques. The list of studies in the table is not meant to be an exhaustive one and is provided here to introduce them to the reader.

Role of traffic flow parameters

Traffic flow parameters are established precursors of highway crashes. Hence, their inclusion in crash prediction models is considered a requisite. Despite this, their specific influence on crashes has been disparate across studies. Specifically, investigations on the influence of speed on crash occurrence have reported contesting results. Although a direct relationship between speed and crash severity has been reported consistently (e.g., (Osman, Mishra, et al., 2018a; Osman, Paleti, et al., 2018a), the speed-crash frequency relationship remains questionable. The relationship between them varies across the literature from negative (Baruya, 1998), insignificant (Ma et al., 2008; Quddus, 2013), to positive (Kloeden et al., 2002). Concerning the influence of traffic volumes on the speed-crash relationship, researchers have emphasized the inclusion of real-time traffic volumes and vehicle occupancy (Aarts & van Schagen, 2006; Garber & Ehrhart, 2000) since both higher and lower traffic volumes have been reported as determinants of crashes which has been attributed to the speed variance associated with the change in traffic volumes (M. A. Abdel-Aty & Radwan, 2000; L.-Y. Chang, 2005; Garber & Ehrhart, 2000).

Research objectives

As mentioned before, the use of duration models in real-time crash prediction models is non-existent except for (Paleti et al., 2021). In the study, the authors demonstrate their conceptual framework using crash data from I-405 assuming homogenous 5-mile highway segments. Their study uses a five-hour epoch with one-hour time intervals as the future window for crash prediction. The current study leverages potential scopes for improving the original paper while also further validating the model.
The assumption of homogenous segments, that is, traffic and highway geometry do not vary across a link, is done to simplify the modeling approach. In reality, traffic and highway geometry vary significantly within links (Imperialou et al., 2016). Therefore, additional analysis with appropriate highway segmentation and multiple interstates is necessitated to further validate and showcase the framework’s applicability.

The framework requires a reformulation of the crash data (i.e., discretization of inter-crash duration into small time intervals) to fit into its framework. This results in a considerable increase in data size (please refer to the Model Framework section for a detailed description of data reformulation and how it increases in data size). The issues of data size become even more pronounced when a smaller time discretization is used. While the authors have validated the model using a future window of five hours with 1-hour intervals, a smaller time discretization is more desirable and practical. Therefore, the issue of data size becomes inevitable and needs to be addressed.

To address these limitations, current research aims to answer the question, “If the discretized duration-based crash modeling framework is to be used, utilization of the completely reformulated dataset becomes too exhaustive and computationally demanding. In such a case, what sampling technique(s) and sample size(s) provides the most time-efficient and consistent estimates?” In doing so, this research further validates and improves upon the original framework by i) utilizing crash data from multiple interstates segmented by geometry (number of lanes), terrain (flat or rolling), and traffic flow (posted speed limit), ii) using a smaller and more realistic future window of 1 hour further discretized into 15-minute intervals for prediction, and iii) investigating sampling techniques and sample size required at different sampling levels (more...
on this in the *Modeling Approach* section) to derive consistent estimates while also reducing the computational complexity arising from large data size.

The rest of the paper is outlined as follows. We present a detailed description of the framework and the data reformulation process from the original paper in the *Model framework* section. The study area and data used in the study are then discussed in the *Data* section. The section: *Sampling approach* expands on the approach taken in sampling crashes and estimating models. The *Results* section discusses the results from our models followed by the *Discussion* section where we examine our findings and its implications. The *Conclusion* section summarizes the findings from this study and presents avenues for future research.

*Model framework*

The hazard function $h(t)$ in a duration-based crash model gives the probability of a crash occurring at a certain time $t$ conditional upon no crashes having occurred until then. Assuming a constant hazard rate over time ($h$), the hazard function can be written as.

$$h(t) = \frac{f(t)}{1 - F(t)} = \frac{he^{-ht}}{1 - (1 - e^{-ht})} = h \quad (8)$$

In equation 8, $f(t)$ is the probability distribution function and $F(t)$ is the probability density function for a continuous random variable $T$. As such, $F(t)$ gives the probability that a crash has occurred by $t$ and it can be expressed using equation 9.

$$F(t) = Pr(T \leq t) \quad (9)$$

Assuming time to be discretized into $n$ intervals each with a duration of $dt$, the probability of a crash occurring at a certain interval $n$ since the beginning can be written and simplified as follows.

$$Pr(T = ndt) = Pr(T \leq ndt) - Pr(T \leq (n - 1)dt) \quad (10)$$
\[ F(n \times dt) - F((n - 1) \times dt) = \exp(-h(n - 1) \times dt) - \exp(-h \times dt) \]

\[ = \frac{\exp(-h(n - 1) \times dt)}{1/(1 - \exp(-h \times dt))} \]

The denominator in equation 10 can be written using a Taylor series, i.e., \( \frac{1}{1-x} = 1 + x + x^2 + x^3 + \cdots \infty \) for \(-1 < x < 1\) to obtain equation 4.

\[ Pr(T = n \times dt) = \frac{\exp(-h(n - 1) \times dt)}{1 + \exp(-h \times dt) + \exp(-2h \times dt) + \exp(-3h \times dt) + \cdots \infty} \]

\[ = \frac{\exp(U_n)}{\exp(U_1) + \exp(U_2) + \exp(U_3) + \cdots \infty}, \text{ where } U_n = -h(n - 1) \times dt \]

After simplification of equation 11, we see that the occurrence of the crash over the \(n^{th}\) interval takes the form of a Multinomial Logit (MNL) model with infinite alternatives for \(n\) (i.e., \(n \to \infty\)). The latent propensity associated with each alternative \(U_n\) is associated with the hazard rate \(h\), number of alternatives \(n\), and time interval \((dt)\) as \(U_n = -h(n - 1) \times dt\). This relationship allows the introduction of time-varying covariates and non-linear hazard rates into an MNL framework through the latent propensity function which is a linear combination of various degree polynomials shown in equation 12.

\[ U_n = \beta_1(n - 1) \times dt + \beta_2[(n - 1) \times dt]^2 + \beta_2[(n - 1) \times dt]^3 + \cdots \]  

When higher-order polynomial terms are zero, the MNL becomes a simple exponential model. The methodological framework used to modify crash data to the discretized modeling framework is discussed in the preceding paragraphs.

For empirical application in this study, we assume that each epoch is one hour, and it is further discretized into four 15-minute intervals, i.e., \(dt = 0.25\) hours. We use the indexes \(e\) and \(s\)
to represent epochs and segments henceforth. Therefore, the number of intervals in each epoch is 4, which we represent using the index, $C$, i.e., $C=4$. The number of epochs is dependent on the time interval between two consecutive crashes in a segment. For instance, let us assume for roadway segment 1, a second crash is observed 3.5 hours after the first. The inter-crash duration of 3.5 hours is discretized into four epochs wherein the crash occurs at the second 15-minute interval of the fourth epoch as shown in Table 13. Additionally, the column “Beyond 1 hour of the current epoch” provides information on whether the second crash occurred in a certain epoch or the future. In the presented example, the value 1 in the column for the first three epochs communicates that the second crash occurred in the future. Conversely, its value is 0 for the fourth epoch suggesting the crash occurred in the current (fourth) epoch.

If $i$ be the index representing the 15-minute intervals. Then, the time since the beginning of interval $i$ in epoch $e$ can be written as $t_{e,i} = (e - 1)Cdt + (i - 1)dt$. For the example presented in Table 13, the time for the second interval of the fourth epoch is therefore $t_{4,2} = (4 - 1)1 + (2 - 1)0.25 = 3.25$. The latent propensity function for each time interval, $i = (1,2,3,4)$ of an epoch can then be written using equation 13.

### Table 13
Reformulation of crash data to create forecasting epochs

<table>
<thead>
<tr>
<th>Segment</th>
<th>Time until next crash (hours)</th>
<th>Epoch</th>
<th>First 15-min</th>
<th>Second 15-min</th>
<th>Third 15-min</th>
<th>Fourth 15-min</th>
<th>Beyond 1 hour of the current epoch</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.5</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>3.5</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>3.5</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>3.5</td>
<td>4</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

$$U_{s,e,i} = \beta_1 t_{e,i} + \beta_2 [t_{e,i}]^2 + \cdots + r' X_{s,e,i} \quad (13)$$
As shown by equation 13, each time interval can be considered an alternative in the MNL model. The first two terms on the right-hand side of the latent propensity function introduce the effect of duration dynamics. The final term adds the effect of time-varying covariates into the propensity function. In addition to the four alternatives, there is one additional $C+1$th alternative that indicates whether a crash occurred in the future (last column in Table 13). The propensity function for this alternative can be written as.

$$U_{s,e,C+1} = \beta_{C+1}$$  \hspace{1cm} (14)

The conditional probability of the next crash occurring in time-interval $i$ of epoch $e$ for a segment $s$ and random variable of time $T_s$, provided no crash has occurred until the previous epoch, can be written using equation 15.

$$Pr(T_s = t_{e,i}|T_s > (e-1)Cdt) = \frac{\exp(U_{s,e,i})}{\sum_{c=1}^{c} \exp(U_{s,e,c}) + \exp(U_{s,e,C+1})} \hspace{1cm} (15)$$

The unconditional probability of a crash occurring at interval $i$ of epoch $e$ can then be calculated using equation 16.

$$Pr(T_s = t_{e,i}) = \frac{\exp(U_{s,e,i})}{\sum_{c=1}^{c} \exp(U_{s,e,c}) + \exp(U_{s,e,C+1})} \prod_{e=1}^{e-1} \frac{\exp(U_{s,e+1,C+1})}{\sum_{c=1}^{c} \exp(U_{s,e+1,c}) + \exp(U_{s,e+1,C+1})} \hspace{1cm} (16)$$

The parameters in the MNL model can be estimated by maximizing the product of the unconditional likelihood function in Equation 16. This is done by defining a vector of parameters $n = (\beta_1, \beta_2, ..., r, \beta_{C+1})'$. The vector is obtained by vertical concatenation of parameters in the latent propensity function.
Data

One of the objectives of the study was to include multiple interstates in model estimation. Therefore, crashes from two primary interstates within Memphis city limits in Tennessee were used for the study. Crash data for the year 2019 was collected from Enhanced Tennessee Roadway Information Management System (ETRIMS) and dynamic data related to traffic flow parameters were obtained from Radar Detection System (RDS) stations. Since RDS stations in Tennessee are mostly located within city boundaries, only those crashes that occurred on primary interstates, I-40 and I-55, within Memphis were chosen. Our analysis included crashes on 21.51 miles of I-40 and 12.28 miles of I-55. Figure 6 shows the location of the city and the two interstates superimposed over the state map of Tennessee. Discretized crash data for analysis was obtained from the study area as follows.

Figure 6 Study area showing I-40 and I-55

ETRIMS, Tennessee Department of Transportation’s main portal for transportation-related data, was used to extract crash data. ETRIMS is an online query-based system that stores information on highway geometry, aggregated traffic flow, and highway crashes in the state. The highway inventory information in ETRIMS formed the basis for our highway segmentation. Specifically, highway segmentation was based on i) the direction of traffic, ii) the number of lanes, iii) terrain (flat or rolling), and iv) posted speed limit. This produced 146 segments for I-40, and 94 segments for I-55. Crash data for the study area also included exact coordinates which enabled mapping each crash to its respective segment based on geographical proximity and
direction of travel. For each segment, the duration between consecutive crashes was then determined using the date and time of the crash. The inter-crash duration was discretized into 1-hour epochs with 15-min intervals to create forecasting epochs as presented in Table 13. To avoid confusion, it is necessary here to distinguish between crash data retrieved from ETRIMS and crash data obtained after the creation of forecasting epochs. Therefore, we will refer to the process of creating forecasting epochs as data expansion and the data obtained from it as expanded data. The crash data from ETRIMS (without forecasting epochs) will be referred to as original crash data.

Table 14
Descriptive statistics of variables in crash dataset

<table>
<thead>
<tr>
<th>Categorical variables</th>
<th>Frequency</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time of day</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Early morning (6 a.m. to 9 a.m.)</td>
<td>208</td>
<td>17.72</td>
</tr>
<tr>
<td>Late morning (9 a.m. to 12 p.m.)</td>
<td>132</td>
<td>11.24</td>
</tr>
<tr>
<td>Early afternoon (12 p.m. to 3 p.m.)</td>
<td>175</td>
<td>14.91</td>
</tr>
<tr>
<td>Late afternoon (3 p.m. to 6 p.m.)</td>
<td>292</td>
<td>24.87</td>
</tr>
<tr>
<td>Evening (6 p.m. to 12 a.m.)</td>
<td>208</td>
<td>17.72</td>
</tr>
<tr>
<td>Night (12 a.m. to 6 a.m.)</td>
<td>159</td>
<td>13.54</td>
</tr>
<tr>
<td><strong>Weather condition</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clear</td>
<td>849</td>
<td>72.32</td>
</tr>
<tr>
<td>Cloudy, rain, fog, or snow</td>
<td>325</td>
<td>27.68</td>
</tr>
<tr>
<td><strong>Lighting condition</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daylight</td>
<td>758</td>
<td>64.57</td>
</tr>
<tr>
<td>Dark lighted</td>
<td>287</td>
<td>24.45</td>
</tr>
<tr>
<td>Dark, not lighted</td>
<td>129</td>
<td>10.99</td>
</tr>
<tr>
<td><strong>Terrain</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flat</td>
<td>640</td>
<td>54.51</td>
</tr>
<tr>
<td>Rolling</td>
<td>534</td>
<td>45.49</td>
</tr>
<tr>
<td><strong>Land use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>448</td>
<td>38.16</td>
</tr>
<tr>
<td>Commercial</td>
<td>595</td>
<td>50.68</td>
</tr>
<tr>
<td>Mixed</td>
<td>131</td>
<td>11.16</td>
</tr>
<tr>
<td><strong>Continuous variables</strong></td>
<td>Min</td>
<td>Q1</td>
</tr>
<tr>
<td>Highway geometry</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of lanes (one-direction)</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Inter-crash duration (hours)</td>
<td>0</td>
<td>105</td>
</tr>
</tbody>
</table>
It is also worth noting here that our study excluded crashes occurring near entrance and exit ramps since traffic flow parameters vary significantly in these locations. This resulted in a total of 1,174 crashes on the two interstates. Table 14 presents the descriptive statistics of variables in the study. Figure 7 shows the distribution of inter-crash duration for all the interstate segments. The distribution of inter-crash duration suggests that about 62% of crashes occurred within 500 hours (~21 days) of the first crash. Notably, the mean and median durations were 652 hours and 324 hours respectively suggesting a right-skewed distribution. The minimum duration between crashes was 0 hours, suggesting at least two different crashes in a segment occurred at the same time. The maximum duration between crashes was 6,608 hours.

![Figure 7 Distribution of inter-crash duration](image)

ETRIMS stores aggregated data on traffic flow parameters, therefore, dynamic traffic flow for the study area was collected from a different source. Specifically, RDS stations spread out across the interstate segments were used to obtain dynamic or time-varying traffic flow parameters associated with each crash. First, RDS stations were mapped to their respective highway segments (and therefore crashes) based on geographical proximity and direction of travel. Three traffic flow parameters, viz, speed, volume, and occupancy sampled every 15-min
were obtained for each RDS station mapped to the crashes for the year 2019. The sampled flow parameters were then matched against the discretized 15-min time intervals between crashes using timestamps. The resulting database, therefore, included static and dynamic co-variates for every 15-min interval of an epoch for all crashes in the study area.

**Sampling approach**

As evident from our discussion of the methodology, the size of the expanded data depends on three factors, i) the size of original crash data, ii) inter-crash duration between crashes, and iii) choice of time discretization. With an increase in these factors, the expanded data enlarges which brings forth computational challenges. To overcome this, random sampling techniques with progressive sampling can be employed to identify the smallest sample that can best represent the complete dataset (Provost et al., 2001). In this method, the size of random samples used for training is gradually increased while checking whether the model accuracy increases with an increase in sample size. The smallest sample size can then be chosen for subsequent modeling. For this study, we follow a similar approach wherein different sizes of the training data are randomly sampled at different levels. Models trained on these samples are then compared against models trained on the complete training data and tested on training data. It is worth pointing out that this is practical for our dataset due to the relatively small region and time frame chosen for analysis. Our findings can however be generalized and incorporated in future studies that apply the current modeling framework to analyze crashes for a larger region and time frame. Next, we illustrate the approach used sampling data for training and testing the duration-based MNL model.

To compare model performance for various samples, it is necessary to train the MNL on different samples but test on the same. Therefore, while models were trained on samples derived
from various sampling approaches, they were all tested on the same testing data. Specifically, 90% of original crash data was selected for training and the remaining 10% was held out for testing. All subsequent samples for model training were derived from the training data. Similarly, the expanded test data was used to test all trained models. Based on different sampling approaches, ten models were trained and tested on the expanded testing data. The samples used to train these models were drawn at three levels, crash, epoch, and segments as summarized in Table 15.

**Crash level sampling**

At the crash level, a specific percentage of crashes were drawn from the original training set and then expanded. Specifically, we drew 5%, 25%, 50%, and 100% of original crashes and expanded them to form the training data for the crash level sampling. This was straightforward considering each crash had a unique identifier. In other words, we employed a simple random sampling approach here. These samples drawn at this level are denoted by the prefix \( Cr_\) in Table 15 and henceforth. For example, \( Cr_{100\%} \) represents the complete expanded dataset containing all original crashes from the training set.

**Epoch level sampling**

For sampling at the epoch level, the original testing crash data was first expanded. Then a specific percentage of observations was drawn at random from the expanded data. It is worth mentioning here that observations in the expanded dataset correspond to various epochs of crashes and not unique crashes. We utilized unique crash identifiers and corresponding epoch numbers to draw unique samples. The number of samples drawn was 5%, 25%, and 50% of the expanded dataset. We identify these samples using the prefix \( Ep_\).
Table 15
Description of training and testing data

<table>
<thead>
<tr>
<th>Data</th>
<th>Sampling level</th>
<th>Model name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>Crash</td>
<td>Cr_100%</td>
<td>100% of the expanded dataset with 100% of original training crash data</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cr_5%</td>
<td>100% of the expanded dataset with 5% of original training crash data</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cr_25%</td>
<td>100% of the expanded dataset with 25% of original training crash data</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cr_50%</td>
<td>100% of the expanded dataset with 50% of original training crash data</td>
</tr>
<tr>
<td></td>
<td>Epoch</td>
<td>Ep_5%</td>
<td>5% of the expanded dataset with 100% of original training crash data</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ep_25%</td>
<td>25% of the expanded dataset with 100% of original training crash data</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ep_50%</td>
<td>50% of the expanded dataset with 100% of original training crash data</td>
</tr>
<tr>
<td></td>
<td>Segment</td>
<td>Sg_5%</td>
<td>100% of the expanded dataset with 5% of original training crashes drawn from segment strata</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sg_25%</td>
<td>100% of the expanded dataset with 25% of original training crashes drawn from segment strata</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sg_50%</td>
<td>100% of the expanded dataset with 50% of original training crashes drawn from segment strata</td>
</tr>
<tr>
<td>Testing</td>
<td>Crash</td>
<td>-</td>
<td>100% of the expanded dataset with 100% of original testing crash data</td>
</tr>
</tbody>
</table>

Note: Original training crash data = 90% of original crash data, original testing crash data = 10% of original crash data.

Segment level sampling

To draw samples at the segment level, each roadway segment was assumed to be a stratum. Crashes were then sampled from each stratum. This sampling was carried out using the original training crash data and then expanded. For example, when drawing 5% of crashes at the segment level, 5% of total crashes were drawn such that crashes sampled were from different segments. As with sampling at crash and epoch levels, 5%, 25%, and 50% crashes were sampled based on highway segments. The sampled crash data was then expanded. The resulting expanded dataset is denoted by the prefix Sg_.
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**Results**

An initial analysis of variables was conducted to avoid multicollinearity issues in the predictor variables. Results showed a high correlation between occupancy and speed derived from RDS stations. This is expected since speed and occupancy are interrelated. Therefore, occupancy was removed from all our subsequent models. Analysis of dynamic traffic volumes obtained from RDS stations showed large variation in data. The volumes were therefore scaled between 0 and 1. No more data, cleaning was needed after this and the MNL was run using complete training data, to obtain the \( Cr_{100\%} \) model. Table 16 presents the results from the model trained on \( Cr_{100\%} \). In our model estimation, the last alternative (whether the crash occurred beyond the current epoch) was set as the base alternative for which only a constant was estimated irrespective of the segment and epoch. Based on the results, the propensity equation for the base alternative can therefore be written as:

\[ U_{s,e,\text{Beyond 1 hour of current epoch (base)}} = 5.336 \]

Relative to the base case, the propensity equation for the four intervals (\( i \)) of each epoch (\( e \)) and segment (\( s \)) can be written as:

\[ U_{s,e,i} = -0.254 \times t_{e,i} + 0.327 \times \left(t_{e,i}\right)^2 - 0.823 \times Early \text{ morning} - 0.723 \times Late \text{ morning} - 0.029 \times Average \text{ speed} - 0.920 \times Volume \]

A few notable observations can be made from the results in the table. First, both times since the last crash and its quadratic polynomial is statistically significant. This suggests a non-linear influence of time on the occurrence of crashes. Second, compared to night, crashes are the least likely to occur in late afternoons of the epoch compared to future epochs. When the weather condition is unfavorable, there is an increased likelihood of crashes in the current epoch. The same is true for unfavorable lighting conditions. Compared to rolling terrain, in flat terrains
crashes are more likely to occur in the future epochs. When looking at the effect of land use, we observed a higher and lower likelihood of crashes in commercial and rural areas respectively.

With an increase in vehicle speed and traffic flow, crashes are more likely to occur in the future epochs. This suggests that during better flow conditions, crashes are less likely to occur frequently (i.e., inter-crash duration is higher). However, roadway segments with a larger number of lanes are more likely to encounter crashes during a certain epoch compared to the future.

Table 16
Result for the model trained on Cr_100% data

<table>
<thead>
<tr>
<th>Variable groups</th>
<th>Variables</th>
<th>Parameter</th>
<th>t-stat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>Intercept</td>
<td>5.336</td>
<td>70.233</td>
</tr>
<tr>
<td></td>
<td>Time since last crash</td>
<td>-0.254</td>
<td>-44.350</td>
</tr>
<tr>
<td></td>
<td>Square of time since last crash</td>
<td>0.327</td>
<td>41.951</td>
</tr>
<tr>
<td></td>
<td>Early morning (6 a.m. to 9 a.m.)</td>
<td>-0.823</td>
<td>-63.138</td>
</tr>
<tr>
<td>Duration dynamics</td>
<td>Late morning (9 a.m. to 12 p.m.)</td>
<td>-0.289</td>
<td>-58.829</td>
</tr>
<tr>
<td></td>
<td>Early afternoon (12 p.m. to 3 p.m.)</td>
<td>-1.005</td>
<td>-73.728</td>
</tr>
<tr>
<td></td>
<td>Late afternoon (3 p.m. to 6 p.m.)</td>
<td>-2.026</td>
<td>-74.878</td>
</tr>
<tr>
<td></td>
<td>Evening (6 p.m. to 12 a.m.)</td>
<td>-0.656</td>
<td>-62.907</td>
</tr>
<tr>
<td>Time of day</td>
<td>Late morning (9 a.m. to 12 p.m.)</td>
<td>-0.289</td>
<td>-58.829</td>
</tr>
<tr>
<td>(base = Night (12 a.m. to 6 a.m.))</td>
<td>Early afternoon (12 p.m. to 3 p.m.)</td>
<td>-1.005</td>
<td>-73.728</td>
</tr>
<tr>
<td></td>
<td>Late afternoon (3 p.m. to 6 p.m.)</td>
<td>-2.026</td>
<td>-74.878</td>
</tr>
<tr>
<td></td>
<td>Evening (6 p.m. to 12 a.m.)</td>
<td>-0.656</td>
<td>-62.907</td>
</tr>
<tr>
<td>Weather condition</td>
<td>Clear</td>
<td>0.024</td>
<td>14.337</td>
</tr>
<tr>
<td></td>
<td>Cloud rain fog or snow</td>
<td>0.024</td>
<td>14.337</td>
</tr>
<tr>
<td>Lighting condition</td>
<td>Clear</td>
<td>0.024</td>
<td>14.337</td>
</tr>
<tr>
<td></td>
<td>Cloud rain fog or snow</td>
<td>0.024</td>
<td>14.337</td>
</tr>
<tr>
<td></td>
<td>Dark lighted</td>
<td>0.147</td>
<td>55.970</td>
</tr>
<tr>
<td></td>
<td>Dark not lighted</td>
<td>0.024</td>
<td>18.659</td>
</tr>
<tr>
<td>Terrain</td>
<td>Rolling</td>
<td>-0.407</td>
<td>-80.277</td>
</tr>
<tr>
<td></td>
<td>Flat</td>
<td>-0.407</td>
<td>-80.277</td>
</tr>
<tr>
<td>Land use</td>
<td>Mixed</td>
<td>-0.376</td>
<td>-89.028</td>
</tr>
<tr>
<td></td>
<td>Commercial</td>
<td>0.097</td>
<td>34.930</td>
</tr>
<tr>
<td>Traffic stream</td>
<td>Average speed</td>
<td>-0.029</td>
<td>-19.336</td>
</tr>
<tr>
<td>characteristics</td>
<td>15-minute traffic flow</td>
<td>-0.920</td>
<td>-64.593</td>
</tr>
<tr>
<td>Highway geometry</td>
<td>Number of lanes</td>
<td>0.060</td>
<td>2.554</td>
</tr>
<tr>
<td>Goodness of fit</td>
<td>Average initial LL</td>
<td>-0.0831</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Average LL at convergence</td>
<td>-0.0139</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Average predicted LL</td>
<td>-0.0161</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Number of observations in the training sample</td>
<td>695,374</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Number of observations in the testing sample</td>
<td>68,544</td>
<td></td>
</tr>
</tbody>
</table>
Effect of sampling approach and sample sizes on model estimates

Next, we ran the MNL for the remaining nine samples and tested the estimated model using the testing set. The average predicted log-likelihood for the testing set is used to compare the trained models. Table 17 presents the results from our model estimations. We see inconsistent results for models trained on samples drawn at crash and segment levels. Of all the models, models estimated using 25% and 50% of samples drawn at epoch level, \textit{Ep\_25\%}, and \textit{Ep\_50\%}, respectively, provided estimates that were closest to \textit{Cr\_100\%}. The average predicted log-likelihood for the \textit{Ep\_25\%} and \textit{Ep\_50\%} were also the same. Table 18 better highlights the differences in estimates across different models compared to the \textit{Cr\_100\%} model. The average of differences in parameters of a model is also provided to give an idea of the difference in the estimated value of parameters across the models. This is calculated as the sum of the % differences of all parameters divided by the number of parameters for each model. The values of average percentage difference also suggest that models trained on samples drawn at the epoch level performed considerably well than those trained on samples drawn at crash and segment levels. Specifically, for \textit{Ep\_25\%} and \textit{Ep\_50\%}, the average percentage difference in parameters estimates was about 31\% and 34\% respectively. These values are considerably smaller than the rest of the models. There was also a considerable improvement in model estimation times for the \textit{Ep\_25\%} and \textit{Ep\_50\%} models compared against the \textit{Cr\_100\%} model. The estimation times were as follows: 159 seconds for \textit{Ep\_25\%}, 334 seconds for \textit{Ep\_50\%}, and 647 seconds for \textit{Cr\_100\%}. 
<table>
<thead>
<tr>
<th>Variable groups</th>
<th>Variables</th>
<th>Cr_100</th>
<th>Cr_5%</th>
<th>Cr_25%</th>
<th>Cr_50%</th>
<th>Ep_5%</th>
<th>Ep_25%</th>
<th>Ep_50%</th>
<th>Sg_5%</th>
<th>Sg_25%</th>
<th>Sg_50%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duration dynamics</td>
<td>Time since last crash</td>
<td>-0.254</td>
<td>0.294</td>
<td>0.052</td>
<td>-0.047</td>
<td>-0.261</td>
<td>-0.318</td>
<td>-0.284</td>
<td>0.271</td>
<td>-0.323</td>
<td>-0.039</td>
</tr>
<tr>
<td></td>
<td>Square of time since last crash</td>
<td>0.327</td>
<td>2.550</td>
<td>0.710</td>
<td>0.562</td>
<td>0.493</td>
<td>0.257</td>
<td>0.267</td>
<td>2.538</td>
<td>0.864</td>
<td>0.630</td>
</tr>
<tr>
<td></td>
<td>Early morning</td>
<td>-0.823</td>
<td>-2.650</td>
<td>-1.078</td>
<td>-0.742</td>
<td>-0.791</td>
<td>-0.824</td>
<td>-0.838</td>
<td>-2.728</td>
<td>-0.521</td>
<td>-1.097</td>
</tr>
<tr>
<td></td>
<td>Late morning</td>
<td>-0.289</td>
<td>-0.605</td>
<td>-0.010</td>
<td>-0.373</td>
<td>-0.601</td>
<td>-0.431</td>
<td>-0.373</td>
<td>-0.637</td>
<td>-0.321</td>
<td>-0.596</td>
</tr>
<tr>
<td>Time of day (base = Night)</td>
<td>Early afternoon</td>
<td>-1.005</td>
<td>0.221</td>
<td>-0.606</td>
<td>-1.025</td>
<td>-1.208</td>
<td>-1.111</td>
<td>-1.077</td>
<td>0.205</td>
<td>-1.891</td>
<td>-1.206</td>
</tr>
<tr>
<td></td>
<td>Late afternoon</td>
<td>-2.026</td>
<td>-0.894</td>
<td>-2.647</td>
<td>-2.182</td>
<td>-2.465</td>
<td>-2.059</td>
<td>-2.054</td>
<td>-0.892</td>
<td>-2.857</td>
<td>-2.154</td>
</tr>
<tr>
<td></td>
<td>Evening</td>
<td>-0.656</td>
<td>-1.075</td>
<td>-0.065</td>
<td>-0.480</td>
<td>-0.172</td>
<td>-0.574</td>
<td>-0.642</td>
<td>-1.070</td>
<td>-0.307</td>
<td>-0.298</td>
</tr>
<tr>
<td>Weather condition (base = Clear)</td>
<td>Cloud rain fog or snow</td>
<td>0.024</td>
<td>-1.470</td>
<td>-0.262</td>
<td>-0.009</td>
<td>0.198</td>
<td>0.082</td>
<td>0.087</td>
<td>-1.536</td>
<td>0.131</td>
<td>-0.194</td>
</tr>
<tr>
<td>Lighting condition (base = Daylight)</td>
<td>Dark lighted</td>
<td>0.147</td>
<td>-1.076</td>
<td>0.275</td>
<td>0.251</td>
<td>0.612</td>
<td>0.262</td>
<td>0.224</td>
<td>-1.014</td>
<td>0.251</td>
<td>0.118</td>
</tr>
<tr>
<td></td>
<td>Dark not lighted</td>
<td>0.024</td>
<td>0.179</td>
<td>0.090</td>
<td>-0.002</td>
<td>-0.007*</td>
<td>0.029</td>
<td>0.038</td>
<td>0.178</td>
<td>0.229</td>
<td>-0.065</td>
</tr>
<tr>
<td>Terrain (base = Rolling)</td>
<td>Flat</td>
<td>-0.407</td>
<td>-0.482</td>
<td>0.094</td>
<td>-0.154</td>
<td>-0.538</td>
<td>-0.475</td>
<td>-0.378</td>
<td>-0.454</td>
<td>-0.679</td>
<td>-0.040</td>
</tr>
<tr>
<td>Land use (base = Mixed)</td>
<td>Rural</td>
<td>-0.376</td>
<td>-0.351</td>
<td>0.222</td>
<td>-0.091</td>
<td>-0.465</td>
<td>-0.372</td>
<td>-0.320</td>
<td>-0.329</td>
<td>-0.907</td>
<td>-0.006*</td>
</tr>
<tr>
<td></td>
<td>Commercial</td>
<td>0.097</td>
<td>0.430</td>
<td>0.052</td>
<td>0.110</td>
<td>0.265</td>
<td>0.109</td>
<td>0.072</td>
<td>0.397</td>
<td>0.448</td>
<td>0.012</td>
</tr>
<tr>
<td>Traffic stream characteristics</td>
<td>Average speed</td>
<td>-0.029</td>
<td>-0.023</td>
<td>-0.052</td>
<td>-0.039</td>
<td>-0.020</td>
<td>-0.025</td>
<td>-0.025</td>
<td>-0.019</td>
<td>-0.038</td>
<td>-0.028</td>
</tr>
<tr>
<td>Highway geometry</td>
<td>Volume</td>
<td>-0.920</td>
<td>-1.180</td>
<td>-1.366</td>
<td>-1.162</td>
<td>-1.167</td>
<td>-0.901</td>
<td>-0.925</td>
<td>-1.208</td>
<td>-0.845</td>
<td>-1.292</td>
</tr>
<tr>
<td>Goodness of fit</td>
<td>Number of lanes</td>
<td>0.060</td>
<td>0.405</td>
<td>0.031*</td>
<td>0.055</td>
<td>-0.048*</td>
<td>0.068*</td>
<td>0.022*</td>
<td>0.377</td>
<td>0.419</td>
<td>0.032*</td>
</tr>
</tbody>
</table>

Note: All parameters are statistically significant at a 5% level of significance except for those accompanied by an asterisk (*).
Table 18
Percentage difference compared to the model trained on Cr_100% data

<table>
<thead>
<tr>
<th>Variable groups</th>
<th>Variables</th>
<th>Crash level sampling</th>
<th>Epoch level sampling</th>
<th>Segment level sampling</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Cr_5%</td>
<td>Cr_25%</td>
<td>Cr_50%</td>
</tr>
<tr>
<td>Intercept</td>
<td>Intercept</td>
<td>-34.99</td>
<td>14.06</td>
<td>6.00</td>
</tr>
<tr>
<td>Duration dynamics</td>
<td>Time since last crash</td>
<td>215.75</td>
<td>120.47</td>
<td>81.50</td>
</tr>
<tr>
<td></td>
<td>Square of time since last crash</td>
<td>-679.82</td>
<td>-117.13</td>
<td>-71.87</td>
</tr>
<tr>
<td></td>
<td>Early morning</td>
<td>-221.99</td>
<td>-30.98</td>
<td>9.84</td>
</tr>
<tr>
<td></td>
<td>Late morning</td>
<td>-109.34</td>
<td>96.54</td>
<td>-29.07</td>
</tr>
<tr>
<td>Time of day (base = Night)</td>
<td>Early afternoon</td>
<td>121.99</td>
<td>39.70</td>
<td>-1.99</td>
</tr>
<tr>
<td></td>
<td>Late afternoon</td>
<td>55.87</td>
<td>-30.65</td>
<td>-7.70</td>
</tr>
<tr>
<td></td>
<td>Evening</td>
<td>-63.87</td>
<td>90.09</td>
<td>26.83</td>
</tr>
<tr>
<td>Weather condition (base = Clear)</td>
<td>Cloud rain fog or snow</td>
<td>6225.00</td>
<td>1191.67</td>
<td>137.50</td>
</tr>
<tr>
<td>Lighting condition (base = Daylight)</td>
<td>Dark lighted</td>
<td>831.97</td>
<td>-87.07</td>
<td>-70.75</td>
</tr>
<tr>
<td>Land use (base = Mixed)</td>
<td>Rural</td>
<td>6.65</td>
<td>159.04</td>
<td>75.80</td>
</tr>
<tr>
<td>Traffic stream characteristics</td>
<td>Average speed</td>
<td>20.69</td>
<td>-79.31</td>
<td>-34.48</td>
</tr>
<tr>
<td>Highway geometry</td>
<td>Number of lanes</td>
<td>-575.00</td>
<td>48.33</td>
<td>8.33</td>
</tr>
<tr>
<td>Goodness of fit</td>
<td>Average percentage change in parameters</td>
<td>599.93</td>
<td>152.82</td>
<td>45.40</td>
</tr>
<tr>
<td></td>
<td>Percentage difference in average initial LL</td>
<td>-40.67</td>
<td>6.62</td>
<td>2.29</td>
</tr>
<tr>
<td></td>
<td>Percentage difference in average LL at convergence</td>
<td>-17.27</td>
<td>5.04</td>
<td>1.44</td>
</tr>
<tr>
<td></td>
<td>Percentage difference in average predicted LL</td>
<td>-1.25</td>
<td>-3.75</td>
<td>-0.62</td>
</tr>
</tbody>
</table>

Note: A negative percentage change in average LL indicates a lower average LL for the model versus the Cr_100% model.
In summary, the findings from model runs indicate that complete training data is not a necessity to obtain consistent estimates when using the framework. This finding is particularly useful considering that smaller discretization of inter-crash duration is desired, and the size of expanded data increases considerably for smaller time resolutions. Therefore, when using this framework, modelers can focus their effort and resources on using finer time resolutions or increasing study area than on using larger samples for improving predictive accuracy. Based on findings, we suggest if the data size becomes an issue, crashes should be drawn at the epoch level to obtain consistent estimates. This will reduce computational time considerably with negligible loss in predictive accuracy.

**Effect Of Speed and Volume on Crash Occurrence**

As we mentioned earlier, various effects of speed and traffic flow on the occurrence of crashes have been reported in the literature. It is, therefore, necessary to explore the influence of traffic flow parameters on crash occurrence using the current framework. Based on the model estimates, we present the change in the probability of crashes for the range of speed and traffic volumes in
Figure 8. Figure 8(a) suggests that for the same speed, the probability of crashes is lower in the second 15-minute interval of an epoch. Similarly, from Figure 8(b) it is evident that for the same traffic volume, crashes are less likely to occur in later intervals of an epoch.

**Discussion and future implications**

This study considered two interstates in the city of Memphis, TN for investigating sampling techniques and sample size requirements for a recently proposed duration model-based crash prediction framework. Despite the relatively small study area, the expanded data obtained after reformulation (creation of forecasting epochs) was considerably large. For comparison, the original training data consisted of only 1,174 unique crashes. Upon expansion using a discretization of 1-hour epochs with 15-minute intervals, the number of observations increased to 695,374. Notably, this increase in data size is mainly due to our choice of finer discretization. Nevertheless, the same issues can be expected when applying the framework. The choice of time discretization is crucial in real-time crash prediction modeling since a finer resolution can capture variations in traffic flow conditions more precisely in turn providing meaningful insights on their effects. For example, for a model formulation where the epochs are considerably longer, say, an hour or multiple hours, the effect of speed can be positive implying crashes are less likely to occur in the future. Such a finding would be a considerable departure from those considering shorter epochs such as ours where we report a contradictory result. However, as mentioned earlier, smaller discretization will result in considerable data size and challenge in model estimation. Nevertheless, sampling techniques can be used to reduce the computational complexity and still derive accurate estimates when applying the framework as demonstrated in this study.
Despite challenges with data size, the potential implications of using smaller discretization in the current framework are attractive since real-time data collected at small intervals can better capture the variations in dynamic traffic flow and predict crashes in a segment more accurately. Beyond, crash prediction, applications of this framework can extend to address questions such as “How will crashes be temporally distributed in a segment during congestion?” and “How likely are crashes to occur during a particular time of a day?” Answer to these questions can in turn be used to predict secondary crashes, queue lengths and travel delay (Sarker et al., 2015), and adopt optimal strategies for safety improvements (e.g., see (K. Haque et al., 2021; Khasnabis et al., 2012; Mishra, 2013; Mishra et al., 2015)). Understandably, such applications will require strategic organization of real-time data collection and its processing (data cleaning, expansion, and sampling in this case). This will bring forth considerable challenges in terms of data storage and computational power needed to obtain crash probabilities in real-time. To this end, traffic planners can consider scalable distributed systems where each component can be assigned specific tasks to reduce the computational load and therefore the overall computational time. These systems can be installed and maintained in-house in local or regional Transportation Management Centers where the traffic data for a geographical area is collected and stored. Additionally, data latency (the time taken to transmit the collected data) and bandwidth (amount of data that can be transferred at a time) should also be given due consideration to ensure the data is collected and analyzed accurately and in real-time. These requirements are inherent to any real-time crash prediction model that includes the current framework.
Conclusions

Duration models, which have been widely applied to static risk models for crash prediction, have not been employed on dynamic or real-time cash prediction models due to their inability to handle time-varying covariates. A recent study has introduced a duration-based MNL framework that overcomes this issue by dividing the duration between crashes into equal-time intervals and modeling them as alternatives in an MNL wherein the time-varying covariates can be introduced as interval-specific variables. This approach however comes at the expense of a large data size resulting from the discretization of inter-crash duration into equal time intervals to create forecasting epochs. Even for a relatively smaller study area, the expanded data can be expected to be considerably large. To alleviate the computational complexity arising from large data, this study investigated the effect of sampling techniques and sample sizes on the computational time and parameter estimates. In doing so, the assumption of homogenous highway segments and a longer forecasting window adopted in the original study were also addressed. The assumption of homogeneous segments was addressed by segmenting I-40 and I-55 in Memphis, Tennessee based on geometric attribute (number of lanes), terrain (flat or rolling), and flow (speed limit). A realistic future window of 1-hour discretized into 15-minute time intervals was used in this study to discretize the duration between crashes. Training the MNL framework on samples drawn using various techniques and its evaluation using testing data revealed that models trained on smaller samples can provide reasonably accurate estimates provided the sampling is done appropriately. Among samples drawn at the crash, epoch, and segment levels, epoch level samples provide the most consistent estimates and better prediction. Results indicate that as little as 25% of samples drawn at the epoch level can reduce training time to 25% of the time needed to train the model using complete data with minimal error in parameter estimates.
Although rigorous and established methods have been adopted in current research, it is not without limitations. Future studies can address three notable limitations in this study. First, the current study ignores unobserved heterogeneity between segments. If unobserved heterogeneity exists, the parameter estimates derived might not be consistent. Second, the current study overlooks traffic movements when segmenting highways. Variation in traffic movements across highway segments can influence crashes. Third, the focus of this study was to explore sampling techniques that make the framework easier to train. Therefore, no comparisons were made with other prediction models. However, a comparison between the current framework and other established real-time crash prediction models in terms of their predictive accuracy is necessary. In particular, ML algorithms have proven to be more accurate than regression techniques. Future studies can compare the predictive abilities of the current framework with machine learning algorithms explored in the literature.
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4. Advancing Proactive Crash Prediction: A Discretized Duration Approach for Predicting Crashes and Severity

Introduction

Crash prediction models can be categorized into two main types: diagnostic crash prediction models, also known as reactive crash prediction models, and proactive or real-time crash prediction models. These two types of prediction models differ in their application and the variables they incorporate. Reactive crash prediction models rely on historical crash data, as well as static covariates (variables that do not change over time) and dynamic covariates (variables that do change over time), aggregated over a specific period. Examples of such dynamic covariates include Average Annual Daily Traffic and average speed. These models are valuable for developing safety performance functions, which help identify the precursors of crashes and evaluate the impact of safety interventions and policies on highway safety (Yasmin et al., 2018).

On the other hand, proactive crash prediction models refer to real-time crash prediction models that utilize historical crash data and static covariates, such as roadway condition and roadway geometry, along with disaggregated dynamic covariates that vary with time. These dynamic covariates can include traffic volume, speed, and weather conditions collected in near real-time. By incorporating dynamic predictors, these models can account for changing traffic and weather conditions, allowing for the forecasting of the likelihood of future crashes in real time. This, in turn, enables the implementation of crash mitigation strategies.

Proactive crash prediction models have garnered significant attention from researchers in recent years due to their potential to forecast and prevent future crashes. The availability of granular traffic flow data, such as near real-time traffic flow data collected at small time intervals, from Intelligent Transportation System infrastructure, coupled with the computational
performance of modern computers, has played a crucial role in increasing the popularity of these models. Computationally effective data-driven methods, such as Machine Learning (ML), have also aided in their popularity as they replace traditional statistical models which are often slower to calibrate (Mannering et al., 2020). Additionally, data-driven methods have also demonstrated superior data fit and predictive capabilities as they are not constrained by assumptions inherent to traditional econometric frameworks, such as statistical distribution and variable correlation. However, data-driven methods have their own limitations too. They struggle with problems related to model transferability, generalization, and the inability to quantify variable effects. In this context, statistical econometric frameworks, through variable coefficients and elasticities, can quantify variable effects and provide model transferability and generalization. In these respects, statistical models can be considered superior to data-driven methods.

Due to the benefits offered by statistical econometric frameworks, there are ongoing efforts to enhance and refine traditional statistical approaches to address their limitations and apply them to proactive modeling. For instance, researchers have extended standard econometric frameworks by incorporating flexible structures to develop mixed and generalized models. These models can account for unobserved heterogeneity and hierarchical structures for variable correlations and dependencies. More recently, researchers developed and implemented a new crash prediction framework (Thapa et al., 2022a). In their study, researchers developed a duration-based crash prediction model that combines elements of the survival model and Multinomial Logit model (MNL). In this modeling approach, the time duration between crashes is divided into 1-hour epochs, which are further subdivided into 4 15-minute time intervals. Each epoch between two consecutive crashes is treated as a separate observation, with the time intervals serving as choice alternatives. By adopting this approach, the framework can forecast
the likelihood of future crashes by considering two types of covariates. Firstly, static covariates associated with crashes, such as highway geometry and environmental conditions, are repeated over each epoch. Secondly, dynamic covariates, such as traffic flow and speed, change across epochs and within the 15-minute time intervals. The authors of the study discovered that the duration-based model could generate reasonably accurate estimates even when dealing with small sample sizes.

The current study builds upon the duration-based model by incorporating crash severities. While prediction of crash occurrence has already been addressed in previous research, forecasting likelihood of different crash severities is crucial from multiple perspectives, including safety, economic, and planning considerations. The costs associated with crashes vary significantly depending on their severity. For instance, the comprehensive unit cost of a Property Damage Only (PDO) crash in the US was estimated to be around $12,000 in 2016, whereas a fatal crash was estimated to exceed $11 million (Harmon et al., 2018). Additionally, crash severities are linked to road user costs. Studies have indicated that more severe crashes require more time to clear, resulting in higher road user costs (Golob et al., 1987; J.-T. Lee & Fazio, 2005). Therefore, prioritizing the identification and addressing of factors contributing to more severe crashes is crucial from both safety and economic perspectives. Furthermore, from a planning standpoint, the ability to forecast crash severities provides transportation agencies with valuable insights. Agencies are often constrained with limited resources and personnel, making it necessary to identify critical segments in advance and proactively address adverse traffic flow conditions. By forecasting crash severities, agencies can prioritize the allocation and deployment of resources and personnel to prevent severe crashes and mitigate their impacts, contributing to more efficient and effective traffic operations and planning.
Literature review

Research in crash prediction has focused on forecasting both crash occurrences and severities. In the following sections, we provide a literature review of prediction models based on the specific outcomes they forecast. While we will discuss both proactive and reactive crash prediction models, this review will place greater emphasis on proactive crash prediction models, as they align with the scope of our study.

Crash prediction models

The first group of studies focuses on real-time forecasting of future crashes, employing both data-driven and statistical methods. Researchers have utilized various approaches to develop these models. Data-driven methods have gained popularity in the literature, with several notable examples including Support Vector Machines (Sun & Sun, 2016b; R. Yu & Abdel-Aty, 2013), decision trees and random forests (Beshah et al., 2011; Pham et al., 2010), neural networks (P. Li et al., 2020), and Bayesian statistics (Hossain & Muromachi, 2012; Zheng & Sayed, 2020). These data-driven methods have proven effective in capturing complex relationships and patterns in crash data, allowing for real-time forecasting of future crash occurrences.

On the statistical side, the case-control design approach has been the most popular method for developing proactive crash prediction models (Hossain et al., 2019b). In this approach, crashes are matched with non-crash events based on specific variables such as location and time of the crash (M. Abdel-Aty et al., 2004). The resulting dataset, with binary outcomes indicating crash or non-crash events, is well-suited for binary logistic regression. However, researchers have also explored the use of data-driven methods and Bayesian statistics to enhance the modeling capabilities of this approach (Hossain et al., 2019b). In addition to the traditional case-control approach, alternative methodologies have been proposed. For example, (Yasmin et
al., 2018) developed a MNL that considered 5-minute intervals for the next 30 days as choice alternatives, representing the occurrence of crashes in future time intervals. Given the substantial number of choice alternatives, the authors employed sampling techniques (selecting 29 randomly sampled time intervals and 1 interval with a crash) from the 30-day period.

More recently, researchers implemented a real-time crash prediction model by combining survival model with the MNL model. Survival models or duration models have been employed to model traffic crashes using static data (e.g., (Jovanis & Chang, 1989; Thapa & Mishra, 2021a), however, they are incapable of incorporating time-varying covariates. The researchers developed a new method to restructure the crash data by creating forecasting epochs and time-intervals that can be associated with the dynamic covariates (Thapa et al., 2022a).

Crash severity prediction models

The second group of studies focuses on predicting crash severity. Data-driven methods have been used more often to forecast crash severities, with various approaches utilized in different studies. Deep learning methods have been applied in crash severity prediction (Rahim & Hassan, 2021), while Support Vector Machines have been utilized in studies by (Chen et al., 2016; Iranitalab & Khattak, 2017). Random forests have also been used as a predictive technique for crash severity forecasting (Iranitalab & Khattak, 2017). Other methods such as neural networks and decision trees have been explored in some studies (J. Lee et al., 2019; Ospina-Mateus et al., 2021; C. Zhang et al., 2020). In recent years, a significant focus has been placed on comparing the performance of these algorithms in crash severity prediction (Santos et al., 2022). It is important to note that most prediction models within this group are reactive in nature, aiming to predict crash severity based on historical data and established patterns.
The most common statistical approach for developing crash severity prediction models is applying discrete choice models, specifically multinomial and ordered response logit/probit models. However, more advanced statistical models such as random parameter mixed models have gained popularity among researchers in recent years, as they offer solutions to the fixed parameter restriction imposed by choice models. Uncorrelated random parameter models (Fountas & Anastasopoulos, 2017) correlated random parameter models (Ahmed et al., 2021; Fountas & Anastasopoulos, 2017), and generalized ordered response models (Osman, Mishra, et al., 2018b; Osman, Paleti, et al., 2018a; Osman et al., 2019; Yasmin et al., 2014) are some of the examples of these advanced statistical models. These models enable researchers to account for parameter variations across different observations, providing more flexibility in capturing the complexity of crash severity prediction. Another approach for crash severity prediction involves the use of sequential models that can account for the dependency between various levels of crash severities. Studies have explored the application of sequential models in crash severity prediction, allowing for the consideration of dependencies between crash severities (Dissanayake & Lu, 2002; Jung et al., 2010).

With the advent of advanced models, researchers have conducted studies to examine and compare their predictive performance. For instance, (Yasmin & Eluru, 2013) compared different generalized and mixed models within the frameworks of ordered and unordered choice modeling. Their findings indicated that mixed generalized ordered logit and mixed MNL models showed promise in predicting crash injury severity. In a study by (J. Zhang et al., 2018), various statistical and machine learning methods were compared, and it was found that machine learning algorithms exhibited better performance. This improvement could be attributed to factors such as the linear utility function and parametric assumptions regarding the error term. (Cerwick et al., 2021).
conducted a comparison between mixed MNL and latent class MNL models. Their analysis revealed that the former model provided better average predictions across different severity levels.

Models predicting crash frequency and severity

The final group of studies focuses on forecasting both crashes and their severity. However, it is important to note that most of these models are primarily designed to forecast crash frequencies rather than the presence or absence of crashes.

Multivariate count data models are commonly employed in these studies, as seen in the works of (Jonathan et al., 2016; Ma & Kockelman, 2006b; Park & Lord, 2007). Additionally, random parameter count data models have been used to account for spatial and temporal heterogeneity, as demonstrated by (Barua et al., 2016; W. Cheng et al., 2017; Dong et al., 2014). Other studies have implemented joint models with two components: (i) a crash prediction component utilizing count data models, and (ii) a crash severity component employing discrete choice models to predict crash counts by severity. This approach has been employed by (Afghari et al., 2020; Pei et al., 2011; Yasmin & Eluru, 2018).

The sequential logit model has also been used to predict the likelihood and severity of crashes. (Xu et al., 2013) developed a model using sequential binary logit models, where crashes were modeled in three stages: Stage 1 (crash vs. non-crash), Stage 2 (property damage only vs. higher severities), and Stage 3 (non-capacitating vs. higher severities). However, a significant drawback of the sequential logit model in the context of proactive crash prediction is that the estimation of multiple models can be computationally demanding and time-consuming, making it impractical for large datasets.
Study contributions

Only a limited number of statistical approaches have been developed to date for proactive crash prediction, apart from the commonly used case-control approach. This study introduces a duration-based prediction model for both crash occurrence and crash severity. The model framework involves dividing the time duration between historical crashes into distinct time periods to create forecasting epochs and time intervals. This allows the model to incorporate dynamic covariates and ascertain the probability of crashes occurring in future epochs and time intervals (Thapa et al., 2022a). While this modeling approach has previously been demonstrated for crash prediction, the current study extends the framework to incorporate crash severities. The major contributions of this paper can be summarized as follows.

1. We expand upon the duration-based proactive crash prediction model by introducing a novel modeling approach that can forecast both crash occurrence and severity. Our model framework is one of handful statistical approaches for proactive crash prediction that does not rely on the case-control approach (Thapa et al., 2022a). Unlike the original model, which solely predicts the likelihood of crashes for discrete future time intervals, our proposed model can also predict the corresponding crash severities.

   Furthermore, the proposed model is implemented using a larger dataset. Specifically, the model is applied to crash data collected from interstates in two cities in Tennessee, thereby achieving a broader geographical coverage in comparison to the previous study that focused on a single city. This expanded geographical scope enhances the generalizability of the crash predictors, as it ensures adequate representation of diverse roadway conditions and traffic patterns across the study areas.
2. The proposed modeling framework demands discretizing the time duration between crashes to create forecasting epochs (more on this in this in the next section). Consequently, the size of the initial crash data expands significantly. Prior studies have indicated that appropriate sampling techniques can address estimation complexities arising from large data size, thereby allowing for parameter estimation with a reasonable degree of accuracy (Thapa et al., 2022a). However, the incorporation of crash severities adds an additional layer of complexity to the model estimation process.

Therefore, this study aims to investigate the influence of sample size on variable coefficients and identify variables that are sensitive to changes in sample size. Understanding the variables that are particularly impacted by sample size variations is crucial for the implementation of the model. Additionally, this information will play a pivotal role in assessing the reliability of the model and guiding future data collection efforts.

Methodology

In this section, we present the methodology under three distinct subsections: the duration-based prediction framework, the nested logit model, and the estimation of the nested logit model. First, we describe the duration-based prediction framework and the process of creating forecasting epochs. This section is followed by the introduction of the two-level nested logit model and its relationship with the duration-based crash prediction framework. Finally, we discuss the estimation processes used in this study to estimate the parameters of the models.

Duration based prediction framework

In the duration-based crash prediction model, the occurrence of a crash at any time interval $dt$ can be modeled using the MNL framework with infinite alternatives, $n$ and the hazard rate, $h$ given by $U_n = -h(n - 1)dt$ (Thapa et al., 2022a) (Thapa et al., 2022a). By utilizing this
relationship, the latent propensity function for each time interval can be expressed as a function of static and dynamic covariates (time-varying factors). The application of this concept is illustrated in the following example.

**Table 19**
Historical crash data with static covariates

<table>
<thead>
<tr>
<th>$s$</th>
<th>Crash</th>
<th>Date of crash</th>
<th>Time of crash</th>
<th>Severity</th>
<th>Terrain (Flat=1, Rolling=0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A1</td>
<td>1/1/2023</td>
<td>00:00</td>
<td>Fatal</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>A2</td>
<td>1/1/2023</td>
<td>02:30</td>
<td>PDO</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>A3</td>
<td>1/1/2023</td>
<td>03:00</td>
<td>Injury</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table 20**
Dynamic covariates averaged for 15-min intervals: Vehicle speed (in mph)

<table>
<thead>
<tr>
<th>Time and date</th>
<th>Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date and time</td>
<td>Speed</td>
</tr>
<tr>
<td>1/1/2023 00:00</td>
<td>49</td>
</tr>
<tr>
<td>1/1/2023 00:15</td>
<td>51</td>
</tr>
<tr>
<td>1/1/2023 00:30</td>
<td>50</td>
</tr>
<tr>
<td>1/1/2023 01:00</td>
<td>49</td>
</tr>
<tr>
<td>1/1/2023 01:15</td>
<td>47</td>
</tr>
<tr>
<td>1/1/2023 01:30</td>
<td>50</td>
</tr>
<tr>
<td>1/1/2023 01:45</td>
<td>48</td>
</tr>
<tr>
<td>1/1/2023 02:00</td>
<td>49</td>
</tr>
<tr>
<td>1/1/2023 02:15</td>
<td>51</td>
</tr>
<tr>
<td>1/1/2023 02:30</td>
<td>50</td>
</tr>
<tr>
<td>1/1/2023 02:45</td>
<td>51</td>
</tr>
<tr>
<td>1/1/2023 03:00</td>
<td>49</td>
</tr>
<tr>
<td>1/1/2023 03:15</td>
<td>48</td>
</tr>
<tr>
<td>1/1/2023 03:30</td>
<td>47</td>
</tr>
<tr>
<td>1/1/2023 03:45</td>
<td>48</td>
</tr>
</tbody>
</table>

**Table 21**
Final Crash data after creating forecasting epochs

<table>
<thead>
<tr>
<th>$s$</th>
<th>ID</th>
<th>Time to crash (hr)</th>
<th>Epoch</th>
<th>15-min intervals</th>
<th>Next epoch</th>
<th>Speed (mph)</th>
<th>Severity</th>
<th>Terrain</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A1</td>
<td>2.5</td>
<td>1</td>
<td>0 0 0 0</td>
<td>1</td>
<td>49 51 50 49</td>
<td>Fatal</td>
<td>0.25 0.5 0.75 1</td>
</tr>
<tr>
<td>1</td>
<td>A1</td>
<td>2.5</td>
<td>2</td>
<td>0 0 0 0</td>
<td>1</td>
<td>47 50 48 49</td>
<td>Fatal</td>
<td>1.25 1.50 1.75 2</td>
</tr>
<tr>
<td>1</td>
<td>A1</td>
<td>2.5</td>
<td>3</td>
<td>0 1 0 0</td>
<td>0</td>
<td>51 50 50 51</td>
<td>Fatal</td>
<td>2.25 2.50 2.75 3</td>
</tr>
<tr>
<td>1</td>
<td>A2</td>
<td>0.5</td>
<td>1</td>
<td>0 1 0 0</td>
<td>0</td>
<td>49 48 47 48</td>
<td>PDO</td>
<td>0.25 0.5 0.75 1</td>
</tr>
</tbody>
</table>

**Example:**

Consider the duration between crashes in a highway segment, denoted as $s$, which is discretized into epochs, denoted as $e$, each with time intervals, denoted as $i$, and each interval has a duration of $dt$. Using these indices, we can examine historical crash data for a roadway segment, $s=1$, ...
where three consecutive crashes, denoted as A1, A2, and A3, were observed with durations of 2.5 hours and 0.5 hours apart (see Table 19). Additionally, available are dynamic covariates, speed and volume for the segment and the crash year at a temporal resolution of \( dt \), as shown in Table 20. These covariates, as depicted, exhibit time-varying characteristics.

For discretization, let us choose \( e=1 \) hour and \( dt=0.25 \) hours. Therefore, the number of time intervals in an epoch, denoted by \( C=4 \), each identified by the index \( i=(1, 2, 3, 4) \). After discretization, the forecasting epochs are created as shown in Table 21. Each epoch consists of four 15-minute intervals, and an additional column called "Next epoch" is added, indicating whether the next crash occurred in the current or future epoch (0 if in the current epoch, 1 if in future epochs). Based on the table, we can express the time elapsed since the previous crash using the equation \( t_{e,i} = (e - 1)Cd + (i - 1)dt \). For example, the time between crashes A1 and A2 can be determined as \( t_{3,2} = (3 - 1)1 + (2 - 1)0.25 = 2.25 \) hours. As shown in the table, the dynamic covariate Speed varies across different time periods. The static covariate Terrain, in this example, does not repeat across the time intervals of a crash. However, to account for the effect of time, the variable is multiplied by \( t_{e,i} \). For instance, the terrain variable for the first time-interval is 0.25 multiplied by 1, and for the second time interval, it is 0.5 multiplied by 1, and so on. Therefore, all variables vary across epochs and time-intervals. The final data obtained after the creation of forecasting epochs takes the form of panel data with repeated observations for each crash corresponding to the forecasting epochs.

A few observations can be made from Table 21, particularly regarding the increase in data size after the creation of forecasting epochs. The final data size is influenced by three factors. The first factor is the size of the original crash data. The more crashes are observed, the larger the data size will be after creating forecasting epochs. The second factor is the choice of
discretization. When a smaller time discretization is chosen, more detailed information regarding traffic flow can be obtained. However, this also leads to a considerable increase in data size. The third factor is the distribution of inter-crash duration. If the inter-crash durations are longer, more forecasting epochs will be created, resulting in a larger data size. Considering these factors, implementing a model for a wide geographical area with small discretization can become computationally demanding. Even a slight reduction in time discretization significantly increases computational complexity. To reduce computational complexity, it is suggested to use a smaller sample of the expanded data drawn at the epoch level for model training (Thapa et al., 2022a).

Based on the example provided, the latent propensity function for crash severities, \( k \) and time interval, \( i \) can be represented as a function of time since crash, static, and dynamic covariates using the utility function, \( U_{k,i} \) in equation 17.

\[
U_{k,i} = \beta_t t_{e,i} + r' X_{e,i}
\]

(17)

In equation 17, the coefficient \( \beta_t \) represents the impact of duration on crash severity. The vector of covariates, \( X_{e,i} \), captures the effect of covariates, with its values varying across epochs and time intervals. The corresponding vector of coefficients is denoted by \( r' \). Additionally, if we assume that the latent propensity for the upper-level alternatives consists only of an intercept term, the utility equations for each alternative can be formulated using equation 18.

\[
V_{e,i} = \beta_i
\]

(18)

Since the occurrence of a crash at a specific time interval is dependent on the absence of crashes in previous time intervals, the conditional probability of observing a crash in a particular time interval within an epoch can be expressed using a random variable denoted as \( T_s \) as follows.

\[
P(T_s = t_{e,i} | T_s > (e - 1) Cdt) = \frac{\exp(V_{e,i})}{\sum_{c=1}^{C} \exp(V_{e,c}) + \exp(V_{s,e,c+1})}
\]

(19)
The unconditional probability of a crash at any time interval can be obtained by multiplying the conditional probability in equation 19 with the cumulative product of all probabilities for the C+1th intervals preceding the epoch e.

\[
P(T_s = t_{e,i}) = \frac{\exp \left( V_{e,i} \right)}{\sum_{c=1}^{c} \exp \left( V_{e,c} \right) + \exp \left( V_{e,C+1} \right)} \prod_{e=1}^{e-1} \frac{\exp \left( V_{e*,C+1} \right)}{\sum_{c=1}^{c} \exp \left( V_{e*,c} \right) + \exp \left( V_{e*,C+1} \right)}
\]

Nested logit model

The crash outcomes in the example are characterized by two aspects: (i) the time interval when a crash happens, and (ii) the severity of the crash. These outcomes can be effectively modeled using a two-level nested logit model, as depicted in Figure 9. In this model, the time intervals, \( i \) and an additional alternative (C+1) serve as nodes representing the upper-level choice alternatives, while the crash severities correspond to the lower-level alternatives. It is important to note that the crash severities at each time interval are conditional upon the occurrence of a crash within that interval. For simplicity, assume the severity levels are comprised of two categories, denoted by \( k = (F/I, PDO) \), where F/I represents Fatal or Injury crashes, and PDO represents Property Damage Only crashes. The conditional choice probability of the lower-level alternatives, \( k \) given the upper-level alternatives, \( i \) can be expressed as follows.

\[
P_k = P(k|i) \times P(i)
\]

where,

\[
P(k|i) = \frac{\exp \left( U_{k,i}/\theta_i \right)}{\sum_k \exp \left( U_{k,i}/\theta_i \right)}
\]

\[
P(i) = \frac{\exp \left( V_{e,i} + \Gamma_i \times \theta_i \right)}{\sum_i \exp \left( V_{e,i} + \Gamma_i \times \theta_i \right) + \exp \left( V_{e,Next \ epoch} \right)}
\]
\[ \Gamma_i = \log \left( \sum_k \exp \left( \frac{U_{k,i}}{\theta_i} \right) \right) \]  \hspace{1cm} (24)

The parameter \( \theta_i \) in equations 22, 23, and 24 represents the logsum parameter or nesting coefficient, which captures the underlying correlations for alternatives within a nest. Equation 24 provides the inclusive values for nodes in the upper level. However, the \( C+1 \)th alternative, Next epoch, lacks the logsum parameter due to its degenerate branch. Consequently, the probability of this alternative can be determined using the following equation.

\[ P(\text{Next epoch}) = \frac{\exp(V_{\text{Next epoch}})}{\sum_i \exp(V_i + \Gamma_i * \theta_i)} \]  \hspace{1cm} (25)

The probability of F/I crashes in equation 22 can be obtained by substituting the value of \( U_{k,i} \) from equation 17. Similarly, equation 23 gives the probability of upper-level alternatives, which is equivalent to equation 19 and can be rewritten using equation 26.

\[ P(i) = \frac{\exp(V_{e,i} + \Gamma_i * \theta_i)}{\sum_i \exp(V_{e,i} + \Gamma_i * \theta_i) + \exp(V_{e,\text{Next epoch}})} \cdot \prod_{e=1}^{e-1} \frac{\exp(V_{e,C+1})}{\sum_i \exp(V_{e,i} + \Gamma_i * \theta_i) + \exp(V_{e,\text{Next epoch}})} \]  \hspace{1cm} (26)

Assuming each row in the crash data after creation of forecasting epochs is represented using the superscript \( n \), the log-likelihood function for the two-level nested logit model can be expressed as the sum of two components using equation 27. These components are associated with the lower and upper-level alternatives, respectively (Brownstone & Small, 1989).

\[ L = \sum_n \log P^n(k^n|i^n) + \sum_n \log P^n(i^n) \]  \hspace{1cm} (27)
Estimation of the nested logit model

There are several methods available for estimating parameters in nested logit models, with sequential estimation and simultaneous estimation being the most cited approaches. In sequential estimation, the first component of the log-likelihood function (equation 27) is maximized to estimate the parameters in the lower-level. This step provides estimates of the coefficients scaled by their respective nesting parameter $\theta_i$. To simplify the process, the nesting parameters can be assumed to be constant for all nodes, represented as $\theta_i = \theta$. In the next step, inclusive values are calculated for each node using the scaled estimates obtained from the lower level. These inclusive values are then used in the second component of the log-likelihood function to maximize and obtain the values of $\theta$ and intercepts $\beta_i$ for the upper level. It is important to note that while sequential estimation allows for the maximization and estimation of parameters in a stepwise manner, the estimates obtained are not consistent because the scaled parameters from the lower level are substituted to find parameters in the upper level. An alternative approach is simultaneous estimation, where parameters in both levels are estimated simultaneously using a non-linear maximization algorithm. This method is more rigorous compared to sequential estimation, and the estimates obtained are consistent.
Data

Data source and preparation

The data used in this study was collected from two primary sources. First, historical crash data for the year 2019 was obtained from the Enhanced Tennessee Roadway Information Management System (ETRIMS). This dataset provided information on various crash characteristics such as the date, time, severity, and coordinates of the crash location, as well as details on static covariates such as highway geometry, weather conditions, lighting conditions, land use, and terrain characteristics. The dynamic covariates for the study, namely traffic flow and speed, were obtained from the Radar Detection System (RDS) stations located along the highway segments from which the historical crash data was collected. Since our study aimed to implement a practical time discretization with 15-minute intervals, the RDS data was collected specifically for these 15-minute intervals. To match the RDS data with the corresponding crashes, a geospatial mapping approach was employed, aligning the RDS stations with their respective highway segments.

It is important to note that RDS coverage in Tennessee is limited to major cities. Therefore, for the purposes of this study, the segments of interstates within the city limits of Memphis and Chattanooga were considered. Specifically, the selected segments included I-40 and I-55 in Memphis, and I-24 and I-75 in Chattanooga.

Table 22
Summary of interstate segmentation

<table>
<thead>
<tr>
<th>Interstate</th>
<th>City</th>
<th>Number of segments</th>
<th>Length (mi)</th>
<th>Number of crashes</th>
</tr>
</thead>
<tbody>
<tr>
<td>I-40</td>
<td>Memphis</td>
<td>146</td>
<td>21.51</td>
<td>905</td>
</tr>
<tr>
<td>I-55</td>
<td></td>
<td>94</td>
<td>12.28</td>
<td>268</td>
</tr>
<tr>
<td>I-24</td>
<td>Chattanooga</td>
<td>48</td>
<td>14.71</td>
<td>675</td>
</tr>
<tr>
<td>I-75</td>
<td></td>
<td>70</td>
<td>13.29</td>
<td>527</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>358</td>
<td>61.79</td>
<td>2,375</td>
</tr>
</tbody>
</table>
For this study, the interstates were divided into segments based on four criteria including the direction of traffic, number of lanes, posted speed limit, and terrain type. The segmentation details of the interstates are provided in Table 22. The table includes information on the total number of segments, their lengths in both directions, and the frequency of crashes observed within each segment. In total, the dataset consisted of 2,375 crashes.

Table 23 presents a breakdown of the crash frequencies based on various categorical variables. Additionally, the table includes descriptive statistics for the continuous variables in the dataset. The table provides a comprehensive overview of the data, highlighting the distribution of crashes across different segments and variable categories.

In this study, the 15-minute traffic volumes were scaled to a range between 0 (minimum value) and 1 (maximum value). This scaling process was applied to avoid the potential influence of larger volumes on the model training process. The duration between crashes exhibited a right-skewed distribution, as indicated by the mean of 516.67 hours (about 3 weeks) being greater than the median of 230.46 hours (about 1 and a half weeks). This suggests that there is a longer average time period between crashes, with occasional instances of shorter durations. A visual representation of the distribution of inter-crash duration for the four interstates is presented by a density plot in Figure 10. The density plot provides a graphical representation of the distribution, highlighting the shape and spread of the duration between crashes for each interstate.
**Table 23**  
Descriptive statistics of crash characteristics

<table>
<thead>
<tr>
<th>Categorical variables</th>
<th>Frequency of crashes</th>
<th>Relative abundance</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time of day</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Early morning (6 a.m. to 9 a.m.)</td>
<td>447</td>
<td>18.82%</td>
</tr>
<tr>
<td>Late morning (9 a.m. to 12 p.m.)</td>
<td>262</td>
<td>11.03%</td>
</tr>
<tr>
<td>Early afternoon (12 p.m. to 3 p.m.)</td>
<td>351</td>
<td>14.78%</td>
</tr>
<tr>
<td>Late afternoon (3 p.m. to 6 p.m.)</td>
<td>586</td>
<td>24.67%</td>
</tr>
<tr>
<td>Evening (6 p.m. to 12 a.m.)</td>
<td>392</td>
<td>16.51%</td>
</tr>
<tr>
<td>Night (12 a.m. to 6 a.m.)</td>
<td>337</td>
<td>14.19%</td>
</tr>
<tr>
<td><strong>Weather condition</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clear</td>
<td>1,733</td>
<td>72.97%</td>
</tr>
<tr>
<td>Others (Cloudy, rain, fog, or snow)</td>
<td>642</td>
<td>27.03%</td>
</tr>
<tr>
<td><strong>Lighting condition</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daylight</td>
<td>1,612</td>
<td>67.87%</td>
</tr>
<tr>
<td>Dark lighted</td>
<td>463</td>
<td>19.49%</td>
</tr>
<tr>
<td>Dark, not lighted</td>
<td>300</td>
<td>12.63%</td>
</tr>
<tr>
<td><strong>Illumination type</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Illuminated</td>
<td>1,780</td>
<td>74.95%</td>
</tr>
<tr>
<td>Not illuminated</td>
<td>595</td>
<td>25.05%</td>
</tr>
<tr>
<td><strong>Terrain</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flat</td>
<td>715</td>
<td>30.11%</td>
</tr>
<tr>
<td>Rolling</td>
<td>1,660</td>
<td>69.89%</td>
</tr>
<tr>
<td><strong>Land use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Commercial</td>
<td>1,187</td>
<td>49.98%</td>
</tr>
<tr>
<td>Rural</td>
<td>765</td>
<td>32.21%</td>
</tr>
<tr>
<td>Mixed</td>
<td>423</td>
<td>17.81%</td>
</tr>
<tr>
<td><strong>Crash severities</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fatal or injury</td>
<td>451</td>
<td>18.99%</td>
</tr>
<tr>
<td>Property Damage Only</td>
<td>1,924</td>
<td>81.01%</td>
</tr>
<tr>
<td><strong>Continuous variables</strong></td>
<td>Min</td>
<td>Q1</td>
</tr>
<tr>
<td>Traffic flow characteristics</td>
<td>Speed (mph)</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>Volume (scaled between 0-minimum, and 1-maximum)</td>
<td>0.0002</td>
</tr>
<tr>
<td>Highway geometry</td>
<td>Number of lanes (both directions)</td>
<td>3</td>
</tr>
<tr>
<td>Inter-crash duration (hours)</td>
<td>0</td>
<td>68</td>
</tr>
</tbody>
</table>
From the plot, it can be observed that I-40 has the highest peak, indicating a higher concentration of crashes compared to the other interstates. Furthermore, the density plot reveals that the distribution of crashes on I-40 is less spread out compared to the other interstates. This means that the duration between crashes on I-40 is shorter, indicating a higher frequency of crashes occurring within a shorter period. In terms of increasing spread, the interstates can be ranked as follows: I-40, I-55, I-24, and I-75. This implies that the duration between crashes is longer and more spread out on I-75 compared to the other interstates.

**Data sampling**

In this study, the models were calibrated using training data and evaluated on testing data. The process of creating training and testing data involved splitting the historical crash data in a 9:1 ratio, where 90% of the data was allocated for training and the remaining 10% for testing. To create forecasting epochs, both the training and testing crashes were expanded. The training data was further sampled at 5% increments up to 25% to investigate whether any sample size below 25% would provide accurate parameter estimates. Thus, the samples used for parameter estimation were 5%, 10%, 15%, and 25% of the training data. This sampling approach is called
epoch level sampling (Thapa et al., 2022a). The sampled training data, along with the complete training data, were used to estimate the parameters for the models. For comparison purposes, the parameter estimates obtained from the complete training data (100% training data) were considered as the "true" estimates.

To evaluate the performance of the trained models, the predicted log-likelihood values were calculated on the training data. In this context, predicted log-likelihood provided a basis for comparing how well the models captured the characteristics of the training data.

**Results**

All model computations, including estimation and validation, in this study were conducted using R version 4.2.3 on a computer equipped with Intel Core i7-11700K processor and 16 GB of memory. We initially estimated the model parameters using the complete training data, employing both simultaneous and sequential estimation techniques. The objective of estimating with the complete training data was to obtain "true" parameter estimates and compare the results obtained from different estimation techniques. The estimation results are presented in Table 24. In the table, the first column displays the variable groups in the model, along with the corresponding variable categories considered as the base in the models. The second column lists the variables included in the model. The estimation results are then presented, showing the parameter estimates and their respective t-statistics for both simultaneous and sequential estimation. The parameter estimates obtained from both estimation methods are comparable, indicating consistency in the results. Additionally, the average values of predicted log-likelihood are also similar between the two methods. When considering estimation complexity, which refers to the time taken for the model to converge from a null model, it was found that sequential estimation offers a considerable advantage. Specifically, using simultaneous estimation, the
model took 51.09 hours (about 2 days) to converge, which was approximately six times the time taken by sequential estimation, which was 8.63 hours. Therefore, sequential estimation may provide consistent estimates with a significant reduction in computational complexity.

The parameters obtained from simultaneous estimation, as shown in the table, can be utilized to express the propensity function for F/I crashes in any time interval using the following utility equation.

\[ U_{F/I,e,t} = V_t - 6.46 \times t_{e,t} + 1.96 \times Early \; morning + 3.50 \times Late \; morning \ldots - 1.27 \times Volume \]

For example, the utility equation for the first time-interval can be expressed as follows.

\[ U_{F/I,e,1} = -8.71 - 6.46 \times t_{e,1} + 1.96 \times Early \; morning + 3.50 \times Late \; morning \ldots - 1.27 \times Volume \]

The analysis reveals interesting findings regarding the factors influencing F/I crashes. The duration dynamics coefficient indicates that as the duration between crashes increases, the likelihood of F/I crashes decreases. Moreover, F/I crashes are more likely to occur between 9 am and 3 pm. Clear weather conditions are associated with a higher likelihood of F/I crashes compared to adverse weather conditions such as clouds, rain, fog, or snow.

Dark lighted conditions result in more severe crashes, followed by daytime and dark unlighted conditions. Non-illuminated locations are more prone to F/I crashes compared to illuminated locations. Additionally, locations with flat terrain have a higher likelihood of F/I crashes compared to those with rolling terrain. Higher traffic volume leads to a decrease in F/I crashes, due to stop-and-go conditions during congested conditions. Similarly, higher speeds are associated with a lower likelihood of F/I crashes, although the effect size is small. The coefficients for the upper-level nodes, \( V_t \), have similar magnitudes. The nesting parameter has a value of 4.36, indicating cross nesting of alternatives. It is worth noting that the training data increased significantly after the creation of forecasting epochs, with the original 2,137 crashes expanding to 1,103,104 observations.
Table 24
Results from estimation using complete training data

<table>
<thead>
<tr>
<th>Variable groups</th>
<th>Variables</th>
<th>Simultaneous estimation</th>
<th>Sequential estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Estimate</td>
<td>t-stat</td>
</tr>
<tr>
<td>Upper level</td>
<td>Duration dynamics</td>
<td>Time since previous crash</td>
<td>-6.46</td>
</tr>
<tr>
<td></td>
<td>Early morning (6 a.m. to 9 a.m.)</td>
<td></td>
<td>1.96</td>
</tr>
<tr>
<td></td>
<td>Time of day (Evening 6 p.m. to 12 a.m., Night 12 a.m. to 6 a.m.)</td>
<td>Late morning (9 a.m. to 12 p.m.)</td>
<td>3.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Early afternoon (12 p.m. to 3 p.m.)</td>
<td>3.48</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Late afternoon (3 p.m. to 6 p.m.)</td>
<td>2.47</td>
</tr>
<tr>
<td></td>
<td>Weather conditions (Others)</td>
<td>Clear</td>
<td>1.92</td>
</tr>
<tr>
<td></td>
<td>Lighting condition Dark, not lighted</td>
<td>Daytime</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dark lighted</td>
<td>3.47</td>
</tr>
<tr>
<td></td>
<td>Illumination type (Not illuminated)</td>
<td>Illuminated</td>
<td>-0.88</td>
</tr>
<tr>
<td></td>
<td>Terrain type (Rolling)</td>
<td>Flat</td>
<td>0.28</td>
</tr>
<tr>
<td></td>
<td>Land use (Mixed)</td>
<td>Commercial</td>
<td>-1.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rural</td>
<td>-2.01</td>
</tr>
<tr>
<td></td>
<td>Highway geometry</td>
<td>Number of lanes</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>Traffic flow characteristics</td>
<td>Speed</td>
<td>-0.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Volume</td>
<td>-1.27</td>
</tr>
<tr>
<td>Lower level</td>
<td>Intercepts (Next epoch)</td>
<td>First 15-min interval</td>
<td>-8.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Second 15-min interval</td>
<td>-8.74</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Third 15-min interval</td>
<td>-8.77</td>
</tr>
<tr>
<td></td>
<td>Nesting coefficient</td>
<td>$\theta$</td>
<td>4.36</td>
</tr>
<tr>
<td>Goodness of fit</td>
<td>Number of observations (Training)</td>
<td>1,103,104</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Average initial LL</td>
<td>-213.98</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Average LL at convergence</td>
<td>-2.052</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Number of observations (Testing)</td>
<td>140,591</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Predicted LL</td>
<td>-1.879</td>
<td></td>
</tr>
<tr>
<td>Estimation complexity</td>
<td>Time (hours)</td>
<td>51.09</td>
<td>8.63</td>
</tr>
</tbody>
</table>
### Table 25
Results from simultaneous model calibrated using epoch level samples

<table>
<thead>
<tr>
<th>Variable groups</th>
<th>Variables</th>
<th>5% sample</th>
<th>10% sample</th>
<th>15% sample</th>
<th>20% sample</th>
<th>25% sample</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Upper level</strong></td>
<td>Time since previous crash</td>
<td>-5.05 (-4.21)</td>
<td>-6.55 (-7.15)</td>
<td>-6.60 (-8.65)</td>
<td>-6.99 (-10.10)</td>
<td>-6.94 (-11.36)</td>
</tr>
<tr>
<td></td>
<td>Early morning (6 a.m. to 9 a.m.)</td>
<td>1.58 (3.93)</td>
<td>1.81 (6.39)</td>
<td>1.77 (7.73)</td>
<td>1.78 (8.97)</td>
<td>1.84 (10.13)</td>
</tr>
<tr>
<td></td>
<td>Late morning (9 a.m. to 12 p.m.)</td>
<td>2.56 (4.13)</td>
<td>3.20 (6.97)</td>
<td>3.43 (8.81)</td>
<td>3.40 (9.87)</td>
<td>3.45 (11.03)</td>
</tr>
<tr>
<td></td>
<td>Early afternoon (12 p.m. to 3 p.m.)</td>
<td>2.46 (4.14)</td>
<td>3.18 (7.00)</td>
<td>3.60 (8.58)</td>
<td>3.76 (10.03)</td>
<td>3.70 (11.20)</td>
</tr>
<tr>
<td></td>
<td>Late afternoon (3 p.m. to 6 p.m.)</td>
<td>1.71 (4.02)</td>
<td>2.40 (6.83)</td>
<td>2.48 (8.32)</td>
<td>2.50 (9.66)</td>
<td>2.52 (10.81)</td>
</tr>
<tr>
<td></td>
<td>Weather conditions (Others)</td>
<td>1.43 (4.12)</td>
<td>1.87 (7.00)</td>
<td>1.97 (8.51)</td>
<td>1.98 (9.91)</td>
<td>1.99 (11.08)</td>
</tr>
<tr>
<td></td>
<td>Lightening condition (Daytime)</td>
<td>0.49 (2.27)</td>
<td>0.42 (2.50)</td>
<td>0.31 (2.37)</td>
<td>0.39 (3.33)</td>
<td>0.36 (3.53)</td>
</tr>
<tr>
<td></td>
<td>Lightening condition (Dark, not lighted)</td>
<td>2.97 (4.15)</td>
<td>3.31 (6.92)</td>
<td>3.36 (8.41)</td>
<td>3.46 (9.81)</td>
<td>3.52 (11.06)</td>
</tr>
<tr>
<td></td>
<td>Illumination type (Illuminated)</td>
<td>-0.66 (-3.60)</td>
<td>-0.90 (-5.98)</td>
<td>-0.80 (-6.99)</td>
<td>-0.72 (-7.74)</td>
<td>-0.75 (-8.81)</td>
</tr>
<tr>
<td></td>
<td>Terrain type (Flat)</td>
<td>0.49 (3.22)</td>
<td>0.85 (5.89)</td>
<td>0.80 (7.05)</td>
<td>0.70 (7.65)</td>
<td>0.63 (8.15)</td>
</tr>
<tr>
<td></td>
<td>Land use (Commercial)</td>
<td>-1.22 (-3.94)</td>
<td>-1.28 (-6.27)</td>
<td>-1.16 (-7.40)</td>
<td>-0.98 (-8.05)</td>
<td>-0.99 (-9.01)</td>
</tr>
<tr>
<td></td>
<td>Land use (Mixed)</td>
<td>-2.03 (-4.14)</td>
<td>-2.15 (-6.87)</td>
<td>-2.08 (-8.28)</td>
<td>-1.98 (-9.54)</td>
<td>-1.96 (-10.63)</td>
</tr>
<tr>
<td></td>
<td>Highway geometry (Number of lanes)</td>
<td>0.77 (4.19)</td>
<td>0.96 (7.09)</td>
<td>0.86 (8.48)</td>
<td>0.89 (9.89)</td>
<td>0.89 (11.11)</td>
</tr>
<tr>
<td></td>
<td>Traffic flow (Speed)</td>
<td>-0.07 (-4.29)</td>
<td>-0.08 (-7.34)</td>
<td>-0.08 (-8.86)</td>
<td>-0.08 (-10.32)</td>
<td>-0.08 (-11.55)</td>
</tr>
<tr>
<td></td>
<td>Traffic flow (Volume)</td>
<td>-14.94 (-4.6)</td>
<td>-18.77 (-7.26)</td>
<td>-17.74 (-8.77)</td>
<td>-17.98 (-10.23)</td>
<td>-18.02 (-11.47)</td>
</tr>
<tr>
<td><strong>Lower level</strong></td>
<td>First 15-min interval</td>
<td>-8.68 (-28.18)</td>
<td>-8.94 (-39.92)</td>
<td>-8.89 (-49.03)</td>
<td>-8.90 (-56.71)</td>
<td>-8.85 (-63.84)</td>
</tr>
<tr>
<td></td>
<td>Second 15-min interval</td>
<td>-9.01 (-27.42)</td>
<td>-8.61 (-42.27)</td>
<td>-8.56 (-51.90)</td>
<td>-8.59 (-59.88)</td>
<td>-8.62 (-66.90)</td>
</tr>
<tr>
<td></td>
<td>Third 15-min interval</td>
<td>-8.56 (-28.57)</td>
<td>-8.83 (-40.44)</td>
<td>-8.77 (-49.69)</td>
<td>-8.75 (-57.60)</td>
<td>-8.83 (-64.04)</td>
</tr>
<tr>
<td></td>
<td>Fourth 15-min interval</td>
<td>-8.60 (-28.37)</td>
<td>-8.73 (-40.63)</td>
<td>-8.77 (-49.53)</td>
<td>-8.80 (-57.19)</td>
<td>-8.70 (-64.55)</td>
</tr>
<tr>
<td></td>
<td>Nesting coefficient</td>
<td>3.68 (4.30)</td>
<td>4.49 (7.35)</td>
<td>4.42 (8.87)</td>
<td>4.46 (10.34)</td>
<td>4.45 (11.58)</td>
</tr>
</tbody>
</table>

**Goodness of fit**

| Number of observations (Training) | 55,062 | 110,187 | 165,378 | 220,662 | 275,787 |
| Average initial LL | -212.70 | -212.87 | -212.94 | -213.01 | -213.08 |
| Average LL at convergence | -2.052 | -2.053 | -2.054 | -2.053 | -2.051 |
| Number of observations (Testing) | 140,591 |
| Predicted log-likelihood | -1.967 | -1.968 | -1.962 | -1.961 | -1.961 |
| Estimation complexity | Time (hours) | 2.48 | 4.22 | 7.49 | 9.86 | 13.25 |
Next, we proceeded to estimate parameters using sampled data to explore the tradeoff between model performance and estimation complexity. The results of this estimation can be found in Table 25, which presents the obtained parameter values along with their respective $t$-statistics. Upon visual inspection, it is apparent that the parameter values obtained using the 25% sample are much closer to the true values compared to the 5% sample. This finding aligns with a previous study conducted by (Thapa et al., 2022a). However, it is also crucial to investigate the impact of sample size within the range of 5% to 25% to determine the sample that offers the optimal balance between model performance and estimation complexity. To address this, we estimated parameters at 5% increments, ranging from 5% to 25%. Error! Not a valid bookmark self-reference. presents a graphical representation of estimation complexity and predicted log-likelihood for the various samples. Notably, the figure indicates a significant improvement in prediction performance beyond the 10% sample. Furthermore, the models demonstrate similar performance for the 15%, 20%, and 25% samples.

**Figure 11** Improvement in model performance with increase in data size

As expected, estimation complexity increases linearly with the sample size. For instance, the model required 2.48 hours to train on the 5% sample, while it took approximately 20 times or
51.09 hours (about 2 days) for the full 100% dataset. Based on the findings depicted in the figure, it is evident that using a 15% sample can yield comparable estimates and predictive performance to the 25% sample, while reducing the estimation complexity to 60% of that offered by the 25% sample. This suggests that the 15% sample size strikes a favorable balance between model performance and estimation complexity.

Effect of sampling on coefficients

Based on the parameter estimates, it is evident that certain predictor variables are particularly sensitive to sampling. A notable example is the Volume variable, where the coefficients exhibit significant differences between the sampled data and the complete data (refer to Figure 12). This discrepancy can be attributed to the sampling approach and the scaling of traffic volumes. Since the volumes are scaled between 0 and 1, random sampling can lead to the exclusion of several observations, resulting in considerable variations in the parameter estimates for this variable. On the other hand, coefficients for the Speed variable demonstrate consistency. This consistency may be attributed to the fact that the values of the variable do not fluctuate significantly, as indicated by its descriptive statistics, and are less affected by sampling.

Considering these observations, we aim to identify and report variables whose coefficients are either underestimated or overestimated due to sampling. To visualize this, a bar plot in Figure 12 presents the variable coefficients obtained from the sampled and complete data. From the plot, it can be observed that smaller samples are more likely to overestimate the effect of the following variables: Time since crash, Time of day-Early afternoon and Late afternoon, Terrain-Flat, Land Use-Commercial, Number of lanes, and Volume. Conversely, variables such as Time of day-Early Morning and Late Morning, Lighting-Daytime, and Lighting-Dark lighted are more likely to be underestimated when smaller samples are used. Overall, these findings
emphasize the importance of considering the impact of sampling on parameter estimates, particularly for variables that exhibit sensitivity to sampling.

Variables whose coefficients are likely to converge towards the true value with an increase in sample size have also been identified. This identification is crucial from a practical standpoint, especially when analysts and planners seek greater accuracy for specific variables. In the following figures, we present two groups of predictors. The first group consists of variables whose coefficients diverge further away from the actual values as the sample size increases. These variables would require larger samples to achieve more accurate estimation. It is important to recognize the limitations in estimating the coefficients for these variables with smaller sample sizes. The second group comprises predictors whose coefficients converge closer to the actual values as the sample size increases. This group includes variables whose coefficients can be obtained with reasonable accuracy, even with small increments in sample size. The results suggest that the estimation of these coefficients becomes more stable and reliable as the sample size grows. These findings serve as valuable insights for researchers and practitioners, allowing

**Figure 12** Coefficient of variables for different training samples
them to prioritize their data collection efforts and allocate resources effectively based on the sensitivity of different predictors to sample size.

The variables whose coefficients diverge despite an increase in sample size, ranging from 5% to 25%, compared to the full data are *Time since crash, Time of day-Early afternoon, Weather Condition-Clear, Lighting Condition-Daytime, Illumination-Illuminated*, and *Volume*. These variables are presented in Figure 13, indicating the percentage difference of the coefficients from the complete training data. On the other hand, coefficients for *Time of day-Early morning, Time of day-Late morning, Time of day-Late afternoon, Lighting-Dark lighted, Terrain-Flat, Land Use-Commercial, Land Use-Rural, Number of lanes*, and *Speed* converge quicker to the actual values as the sample size increases. These variables are displayed in Figure 14, illustrating the percentage difference compared to the complete training data. These findings highlight the sensitivity of different variables to sample size and provide valuable insights into the accuracy and stability of their coefficient estimates.

![Figure 13 Variable coefficients diverging away from their actual values](image)

**Validation**

The validation of the proposed nested logit model was carried out to assess its predicted capabilities. All validations were conducted using the simultaneous model trained on 15% data
drawn at the epoch level since our analysis suggested that it provided the best tradeoff between accuracy and estimation complexity. As discussed previously, 10% of the sample was held out for testing. The test sample consisted of 236 crashes, including 39 F/I crashes and 197 PDO crashes. This test sample was used for validation. Similar to the two-step model, validation was conducted to assess predictive abilities for the outcomes considered at the lower and upper levels. These results are discussed in the following subsections.

**Upper level: Crashes at epoch level**

One of the primary objectives of the proposed framework is to predict the occurrence of future crashes. Therefore, it is crucial to evaluate the temporal accuracy of the predicted crashes. To evaluate this, we measured the proximity between the predicted crash epoch and the actual epoch at which crashes were observed, by introducing a metric called Predicted Temporal Proximity (PTP), represented by equation 28. This metric quantifies how closely the predicted crash epochs align with the observed epochs.

![Figure 14](image.png)

*Figure 14* Variable coefficients converging closer to their actual values

Furthermore, we also investigated whether the number of epochs impacted the model’s performance in terms of PTP. To accomplish this, we calculated the PTP for different subsets of the testing data by excluding crashes with a substantial number of epochs. This was
accomplished by creating subsets of the test data to include crashes with fewer than 100 to 1000 epochs, with intervals of 100 epochs. The average values of PTP for these subsets of testing data are depicted in Figure 15.

\[
PTP = \frac{|Predicted\ crash\ epoch - Actual\ crash\ epoch|}{Actual\ crash\ epoch} \times 100\%
\]

(28)

It is important to note that, according to the definition of PTP, a smaller value is desired as it indicates that the predicted crash epoch is closer to the observed epoch. The results depicted in Figure 15 indicate that when there is a substantial number of epochs (i.e., a large intercrash duration), the value of PTP increases. This suggests that epoch-level prediction is more accurate when the duration between crashes is smaller. In other words, the prediction of crash epochs is more reliable for highway segments that experience crashes more frequently. For example, based on the figure, for crashes with intercrash durations less than 100 hours (approximately 4 days), the predicted crash epoch is within 60% of the actual epoch, compared to 74% for durations exceeding 1,000 hours.

![Figure 15 Average PTP for different subsets of test samples](image-url)
Upper level: Crashes in predicted time-intervals

The accuracy of predicting crash occurrences at specific time intervals can be assessed from two perspectives: i) the accuracy of predicting crashes (true positives), and ii) the accuracy of predicting 'no crashes' (true negatives). Therefore, we relied on the metrics of Specificity and Sensitivity to evaluate the model's predictions. Specificity measures the model's ability to correctly predict 'no crashes' (true negatives) and is defined by equation 29. On the other hand, Sensitivity measures the model's ability to correctly predict crashes (true positives) and is defined by equation 30. It quantifies the proportion of correctly identified positive cases in relation to the actual positive cases. It quantifies the proportion of correctly identified negative cases in relation to the actual negative cases.

The model’s prediction accuracy for crash and severity were evaluated using these metrics. The results are summarized in Table 26 and described as follows.

\[
Specificity = \frac{\text{True Negatives (TN)}}{\text{True Negatives (TN)} + \text{False Positives (FP)}} \tag{29}
\]

\[
Sensitivity = \frac{\text{True Positives (TP)}}{\text{True Positives (TP)} + \text{False Negatives (FN)}} \tag{30}
\]

<table>
<thead>
<tr>
<th>Predictions</th>
<th>TN</th>
<th>TP</th>
<th>FP</th>
<th>FN</th>
<th>Specificity</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crash occurrence</td>
<td>539</td>
<td>63</td>
<td>173</td>
<td>169</td>
<td>0.76</td>
<td>0.27</td>
</tr>
<tr>
<td>Crash severity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F/I crashes</td>
<td>887</td>
<td>9</td>
<td>20</td>
<td>28</td>
<td>0.97</td>
<td>0.24</td>
</tr>
<tr>
<td>PDO crashes</td>
<td>557</td>
<td>41</td>
<td>192</td>
<td>154</td>
<td>0.74</td>
<td>0.21</td>
</tr>
</tbody>
</table>

The model predictions for the time intervals resulted in the following counts: True Negatives (TN) = 539, True Positives (TP) = 63, False Positives (FP) = 173, and False Negatives (FN) = 169. The Specificity is calculated to be 0.76, indicating a high value. This high value suggests a low rate of false positive predictions. Therefore, the model demonstrates reliability in
predicting crashes. In other words, the likelihood of classifying a time interval without a crash as a time interval experiencing a crash is low. On the other hand, the Sensitivity is calculated to be 0.27, indicating a low value. This low value suggests a high rate of false negatives, or in other words, the chances of classifying true crash intervals as having no crash is high.

Lower level: Crash severity for crashes in predicted time-intervals

The Specificity and Sensitivity measures were also utilized to evaluate the model's ability to predict crash severities at each time interval. For F/I crashes, the following results were obtained: TN = 887, TP = 9, FP = 20, FN = 28, resulting in a Specificity of 0.97 and a Sensitivity of 0.24. Similarly, for PDO crashes, the values obtained were TN = 557, TP = 41, FP = 192, and FN = 154, with a Specificity of 0.74 and a Sensitivity of 0.21.

The results indicate that for both severity types, the Specificity values are high. This suggests that the model is capable of reliably predicting both F/I and PDO crashes with a lower chance of false positive predictions. However, it should be noted that the model also exhibits low Sensitivity values, indicating that the model may not always accurately classify the severity types with a high degree of certainty, leading to a higher occurrence of false negative predictions. This outcome is the result of exceptionally higher prevalence of time-intervals without crashes (0s) in comparison to those with crashes (1s). Future research can improve upon the model by addressing this imbalance in the frequency of outcomes.

Conclusion

This study developed a duration-based model to predict crash occurrence and severity using historical crash and traffic flow data from four interstates in Tennessee. The framework involved the reformulation of crash data to create forecasting epochs and time-intervals, which were used to calculate crash and severity likelihoods. The creation of forecasting epochs significantly
increased the data size and estimation complexity. Additionally, the adoption of a nested structure further contributed to the complexity of model estimation. To address the computational challenges, we suggested sampling the data at the epoch level to reduce estimation complexity. We aimed to find the optimal sampling strategy by considering the tradeoff between model performance and estimation complexity. After evaluating various samples, we determined that a 15% sample drawn at the epoch level provided the best balance in reducing data size.

Furthermore, we investigated the impact of sampling on the coefficients of predictor variables to identify those most sensitive to changes in sample sizes. Variables such as \textit{Time since crash}, \textit{Time of day-Early afternoon}, \textit{Late afternoon}, \textit{Terrain-Flat}, \textit{Land Use-Commercial}, \textit{Number of lanes}, and \textit{Volume} were found to be more likely to be overestimated by smaller samples. Conversely, variables including \textit{Time of day-Early Morning}, \textit{Late Morning}, \textit{Lighting-Daytime} and \textit{Dark lighted} were more likely to be underestimated.

When investigating the stability of coefficients for the predictors, it was found that \textit{Time since crash}, \textit{Time of day-Early afternoon}, \textit{Weather Condition-Clear}, \textit{Lighting Condition-Daytime}, \textit{Illumination-Illuminated}, and \textit{Volume} exhibited a higher degree of instability. Consistent estimation of these coefficients required larger sample sizes. On the other hand, coefficients for \textit{Time of day-Early morning}, \textit{Late morning}, \textit{Late afternoon}, \textit{Lighting-Dark lighted}, \textit{Terrain-Flat}, \textit{Land Use-Commercial} and \textit{Rural}, \textit{Number of lanes}, and \textit{Speed} demonstrated a tendency to converge towards true estimates with incremental increases in sample size. These findings are crucial for obtaining consistent and reliable estimates when utilizing samples for model estimation and clarify the challenges and considerations associated with implementing the duration-based model, including the impact of data sampling on estimation outcomes and the sensitivity of certain variables to changes in sample sizes.
The proposed framework's validation provided satisfactory results. The measure, Predicted Temporal Proximity (PTP), suggests that the model performs better when implemented on segments where crashes are more frequent. For context, the model, trained on a 15% epoch-level sample, was able to predict crashes within 60% (i.e., average PTP=60%) of the actual epoch for crashes occurring within 100 epochs, or approximately 4 days of each other. On the contrary, the average value of PTP was 74% for crashes occurring within 1,000 epochs of each other. This finding also sheds light on the practical implications of the model, as it is often impractical to predict crashes too far into the future due to potential changes in traffic, weather, and driving conditions. Similarly, the estimated model displayed a satisfactory value of Specificity, indicating a low rate of false positives. In other words, the model is less likely to falsely predict time intervals without crashes as having experienced crashes. This is particularly important as a reasonable degree of certainty is desired to ensure effective allocation of limited safety resources to critical segments. The value of Sensitivity was comparatively smaller, implying a higher rate of false negatives or missed detections. However, it should also be noted that the frequency of time intervals without crashes is several multiples larger than the frequency of time intervals with crashes (preponderance of 0s compared to 1s). Therefore, the low value of Sensitivity is expected in this case.

Future research offers opportunities for notable improvements to the proposed model. Firstly, it would be valuable to investigate alternative nesting structures to determine if they provide a better fit, especially considering that the nesting parameter suggests the presence of alternative nests. More complex nesting structures based on distinct categories such as time of day, weather conditions, and other relevant factors could be explored. Secondly, the model estimates could be enhanced by incorporating random effects. Since the reformulated data, after
the creation of forecasting epochs, takes the form of panel data with repeated observations for crashes and road segments, accounting for segment and crash-specific heterogeneity could lead to more accurate model estimates. Furthermore, data balancing techniques such as Synthetic Minority Over-sampling Technique can be used to balance the frequency of outcomes and study its impact on model estimates. Finally, alternative estimation techniques leveraging parallel and distributed computing can be implemented to reduce estimation time while still retaining information from complete training dataset. Addressing these limitations would contribute to a more comprehensive understanding of crash prediction and severity estimation and improve the accuracy and applicability of the model in real-world scenarios.
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5. Assessing Driver Behavior in Work Zones: A Discretized Duration Approach to Predict Speeding

Introduction

Highway construction and maintenance play a crucial role in enhancing and sustaining transportation infrastructure, which experiences increasing use by travelers every year. During these operations, work zones are established to ensure the safety of workers and road users. These work zones can be noisy, distracting, and confusing due to the presence of heavy equipment and machinery. Consequently, they become more susceptible to safety mishaps, particularly from oncoming traffic. In fact, highway construction work is categorized as one of the most hazardous occupations. For instance, among all road construction sites, work zones involving paving/surfacing equipment operators and maintenance workers have the second and third highest fatality rates (X. Wang et al., 2018). Most of these fatalities and crashes can be attributed to adverse driver behavior and non-compliance with work zone safety measures.

Among several factors influencing work zone crashes, speeding stands out as the most common. According to the Fatality Analysis Reporting System (FARS) database, in 2021, 32% of work zone fatalities were linked to speeding as a contributing factor, with 24% of fatal crashes resulting from rear-end collisions (Federal Highway Administration, 2023).

The Manual of Uniform Traffic Control Devices (MUTCD) classifies work zones based on their location and duration (Federal Highway Administration, 2009b). It serves as a comprehensive guide for traffic control and enforcement of safety measures in work zones. The main objective of these safety measures is to ensure smooth traffic flow and consistent speeds throughout the work zone, thereby avoiding abrupt changes that could lead to crashes. Most work zone crashes, especially rear-end collisions, occur due to inconsistent traffic flow or sudden
speed variations. To address this issue, the MUTCD provides guidance on implementing various technologies and strategies to maintain a steady traffic flow and enforce safety measures in work zones. The guide focuses on increasing compliance among road users and eliminating adverse driver behavior using regulatory strategies (such as speed photo radar enforcement and police presence) and warning strategies (including warning signs, dynamic message signs, speed feedback systems, etc.). Despite the implementation of existing safety strategies and work zone enforcement measures, work zone crashes have been on the rise in recent years. Between 2020 and 2021, work zone fatalities witnessed a troubling increase of 10.8% (Federal Highway Administration, 2023). In 2020, 39% of all work zone crash fatalities in the US occurred on interstates, with a slight rise to about 40% in 2021. The higher traffic speed and lower work zone compliance on interstates contribute significantly to the number of fatalities. Extensive evidence in the literature suggests that higher speeds are associated with more severe crashes (Osman, Mishra, et al., 2018c; Osman, Paleti, et al., 2018b).

In this context, the ability to predict speeding can bring significant benefits from both traffic safety and operational perspectives. Having prior knowledge of potential speeding events can assist transportation planners and agencies in preparing in advance and taking necessary steps to prevent such occurrences. This proactive approach can lead to a potential reduction in crashes, alleviate congestion resulting from accidents, and optimize resource allocation by identifying critical highway segments. Therefore, this study uses a discretized duration framework to model and predict speeding on highway segments with existing work zones. The implemented duration-based framework is specifically designed to incorporate time-varying covariates into the multinomial logit model (MNL) through time-discretization. This enables the calculation of the risk of speeding, allowing forecasting road users' speeding behavior.
Literature review

In the existing literature, driver behavior within work zones is primarily characterized by compliance with two key factors: (i) the enforced speed limit and (ii) merge behavior. Notably, these two aspects are major contributors to work zone crashes, and as a result, work zone safety measures focus on promoting safer driving behavior by regulating the operating speed limit and merge behavior. Various studies have highlighted the significance of speed compliance in reducing crash risks. Higher speeds have been linked to an increased likelihood of crashes and more severe outcomes (Osman et al., 2016; Osman, Paleti, et al., 2018b; K. Zhang & Hassan, 2019b). Additionally, unsafe and aggressive merge behavior, combined with adverse weather and lighting conditions, has been identified as risky driving behavior (Debnath et al., 2015). Interestingly, aggressive driving and merge behavior are also associated with traffic speed. Drivers encountering slower speeds, congestion, and travel delays tend to become frustrated, leading to more aggressive maneuvers on the road. This highlights the interconnectedness between driving behavior and traffic flow within work zones.

Work zone risk factors and driver behavior

Work zones can lead to sudden disruptions in traffic flow, resulting in slowdowns, queues, lane change maneuvers, traffic conflicts, and speeding, all of which impact driving behavior (Flannagan et al., 2019). Researchers have extensively studied the factors that influence driver behavior in work zones. Nearly half of all work zone crashes occur in the vicinity of the activity area (Dissanayake & Akepati, 2009). Among these crashes, approximately 42% are rear-end collisions. The main contributors to work zone crashes include taking no improper action (32.1%), inattentive driving (19%), and following too closely (9.7%). Driver behavior also varies based on different work zone types and activity levels. For instance, when navigating through
longer work zone closures, drivers tend to travel at higher speeds (Hamdar et al., 2016). The type of barriers used also influences driver headway. Adverse weather, poor lighting conditions, and middle-aged drivers have been associated with risky driving behavior. Workers involved in work zone construction highlighted the most hazardous conditions they face, such as working in wet weather leading to reduced visibility and skid resistance, driver frustration, aggression towards traffic controllers, and distracted driving due to mobile phone use (Debnath et al., 2015). Peak hours and non-daylight hours (dawn, dusk, and night) are considered the most hazardous times for work zone activities, attributed to a higher number of drunk drivers and reduced visibility. Additionally, workers perceive working on freeways and hilly/curved roads as risky. Regarding speed compliance, workers consider police enforcement, the presence of police cars (even without an officer present), installation of speed bumps, and work zone-oriented driver education as the most effective countermeasures. These measures aim to encourage drivers to comply with speed limits and improve safety within work zones.

*Predicting driving behavior and traffic flow*

As previously mentioned, driving behavior and traffic flow are mutually dependent. Many studies examining driver behavior under various circumstances, such as the implementation of new work zone enforcement measures, have employed three main approaches: i) Field observation and analysis, ii) Traffic micro and macrosimulation, for instance, studies conducted by (Berthaume, 2015; Gan et al., 2021; Hou & Chen, 2019), and iii) Driving simulator experiments, as demonstrated in research conducted by (Algomaiah & Li, 2022; Bashir & Zlatkovic, 2021). The first approach, field observation and analysis, is beneficial when there is no prevalent risk or when adequate safety for road users can be ensured, as seen in previous studies (Benekohal et al., 2010; Mishra et al., 2021; Thapa & Mishra, 2021b). On the other hand,
the latter two approaches, traffic micro and macrosimulation, and driving simulator experiments, are preferred to avoid hazardous conditions and provide controlled environments for studying driver behavior in work zones.

Understanding the impact of work zones and driving behavior on traffic flow is crucial from an Intelligent Transportation Systems (ITS) perspective. Real-time and accurate traffic data play a vital role in various ITS applications, including traffic planning and management, incident detection and management, travel time estimation, traffic predictions, and traffic planning. To achieve these objectives, researchers have focused on accurately forecasting traffic flow, for missing data and future conditions.

Numerous research approaches have been explored in this area, including time series and regression analysis, Kalman filter, machine learning techniques such as neural networks and support vector machines, as well as deep learning techniques like convolutional neural networks, long short-term memory, and graphical convolutional networks. For a detailed description of these methods and relevant literature, readers are encouraged to refer to studies conducted by (Medina-Salgado et al., 2022) and (Kashyap et al., 2022). In summary, the primary goal of these methods is to forecast traffic flow conditions rather than focusing on driving behavior, contributing to the advancement of ITS applications and traffic management.

**Predicting speeding behavior**

Various approaches have been employed in the existing literature to predict driving intention and behavior related to violating traffic laws. The theory of planned behavior has been widely utilized in multiple studies (e.g., (Elliott & Thomson, 2010; Forward, 2009; Jovanović et al., 2017; Scott-Parker et al., 2013)). For instance, Cestac et al. (2011) investigated young drivers and found that different latent constructs influenced speeding behavior in different driver groups
Novice drivers were influenced by thrill-seeking, beginners by subjective norms, and experienced drivers by the feeling of being in control. In another study, researchers reported that as young drivers are more likely to speed as they gain confidence in their driving abilities (Simons-Morton et al., 2012). Risky peer influences were found to be significant predictors of speeding among novice teenage drivers.

In a different approach, Yu et al. (2019) used naturalistic driving data to develop a speeding prediction model (B. Yu et al., 2019). The study emphasized the role of driver's visual perception as a major factor in speeding. The prediction model was built based on visual road information, environmental variables, vehicle kinematics, and driver characteristics, utilizing a Random Forest algorithm to achieve an accurate prediction rate of 85%.

Zhao et al., (2013) developed a mathematical model to predict intentional and non-intentional speeding (Zhao et al., 2013). The model utilized in-vehicle sensor data and driver characteristics to calculate speeding probabilities. The experiments were conducted using a driving simulator, and the authors reported an average prediction accuracy of over 80%.

In another study, Cheng et al., (2019) adopted a two-step approach to identify and predict speed violations (Z. Cheng et al., 2019). They used a binary logit model to identify variables contributing to speeding violations and then applied a decision tree method to predict specific types of speeding violations, such as "foreign license plate" and "intersection," among others. The study found that country roads had a higher incidence of speeding violations compared to urban roads, primarily due to the lower presence of traffic control infrastructure and lower traffic flow. Higher and more intense rainfall was associated with increased speeding violations, while local drivers were less likely to violate speed limits.
Study contributions

This study contributes to the literature in three major ways:

i. Based on the literature review, numerous studies have examined speeding behavior using the theory of planned behavior. Additionally, a separate body of literature focuses on predicting speeding at the individual driver level, utilizing environmental and in-vehicle data. Furthermore, another set of studies has applied parametric, machine learning, and deep learning techniques to forecast traffic flow and speed, enabling various actions such as crash and congestion prevention, emergency messaging for traffic diversion, rerouting, and queue management, particularly in situations with insufficient or missing disaggregated data. Despite the wealth of research in these areas, we are not aware of any previous study attempting to forecast the likelihood of speeding in the future using historical data and time-varying covariates through a parametric approach. This study aims to fill this research gap by providing insights into predicting speeding behavior using historical data, and time-varying covariates with a parametric approach.

ii. While many prediction models rely on modern data-driven black-box machine learning and artificial intelligence algorithms, our approach is based on exponential models (survival model and MNL). These parametric methods offer the advantage of providing causal inferences through variable effects, including coefficients and marginal/elasticity effects. The enables researchers to gain deeper insights into the relationships between the predictors and speeding.

iii. To the best of our knowledge, apart from Thapa, et al. (2022), there have been no previous implementations of the duration-based model (Thapa et al., 2022b). Additionally, this research stands out as the first to employ this framework for predicting speeding violations,
demonstrating the integration of real-time weather, traffic flow, and congestion data alongside static covariates like highway characteristics. Moreover, our approach considers the presence of unobserved heterogeneity resulting from multiple speeding events occurring in the same highway segment. This aspect of our study allows for a more comprehensive analysis and understanding of the factors influencing speeding behavior and its prediction.

**Methodology**

The description of the duration-based framework here is taken largely from Thapa, et al. (2022) (Thapa et al., 2022b). Utilizing the duration-based framework, we can determine the likelihood of speeding at a particular time-interval \( t \), considering that no speeding has been observed in previous time-intervals. This probability is represented by the hazard function \( h(t) \), which can be formulated using a constant hazard rate, \( h \).

\[
h(t) = \frac{f(t)}{1 - F(t)} = \frac{he^{-ht}}{1 - (1 - e^{-ht})} = h
\]

In the given equation 31, we represent the probability distribution function and probability density function related to a continuous random variable for time \( T \) as \( f(t) \) and \( F(t) \), respectively. The probability density function, in this context, indicates the likelihood of observing speeding by time \( t \). This is expressed by equation 32 as follows.

\[
F(t) = Pr(T \leq t)
\]

Assuming that the time duration between consecutive speeding events is discretized into \( n \) time-intervals, each having a duration of \( dt \), we can express the probability of observing the next speeding event at a specific interval \( n \) since the occurrence of the last speeding event as follows:

\[
Pr(T = ndt) = Pr(T \leq ndt) - Pr(T \leq (n - 1)dt)
\]
\[
\begin{align*}
F(n dt) - F((n - 1) dt) & = \exp (-h(n - 1) dt) - \exp (-h n dt) \\
& = \frac{\exp (-h(n - 1) dt)}{1/(1 - \exp (-h dt))}
\end{align*}
\]

Using a Taylor series expansion, i.e., \( \frac{1}{1-x} = 1 + x + x^2 + x^3 + \cdots \) -1 < \( x \) < 1 in the denominator produces equation 34.

\[
Pr(T = n dt) = \frac{\exp(-h(n-1) dt)}{1 + \exp(-h dt) + \exp(-2h dt) + \exp(-3h dt) + \cdots \infty} 
\]

\[
= \frac{\exp(U_n)}{\exp(U_1) + \exp(U_2) + \exp(U_3) + \cdots \infty}, \text{where } U_n = -h(n - 1) dt
\]

\[
= \exp(U_n) \sum_{i=1}^{\infty} \exp(U_i)
\]

Simplifying equation 34 makes it evident that the probability of speeding at the \( n^{th} \) interval can be represented as MNL model with infinite alternatives for \( n \). The utility equation for the alternatives can be expressed as \( U_n = -h(n - 1) dt \). As a result, the utility equation can be modified to accommodate non-linear hazard profiles, as demonstrated in equation 35. However, when disregarding all higher-order polynomial terms, it reduces to a simple MNL model.

\[
U_n = \beta_1(n - 1) dt + \beta_2[(n - 1) dt]^2 + \beta_3[(n - 1) dt]^3 + \cdots
\]

For example, consider the time between consecutive speeding events observed at a specific segment, denoted as \( s \), is discretized into epochs \( e \), with \( C \) number of time-intervals, each lasting for \( dt \) duration. An illustrative example of this discretization is presented in the table, where two speeding events are observed, 4 hours apart, with \( e=1 \) hour and \( dt=15 \) minutes. Consequently, each epoch contains four distinct time-intervals, indexed as \( i=\{1,2,3,4\} \), and each time-interval provides the corresponding time elapsed since the previous speeding event. This relationship allows us to pinpoint the exact time-interval when the subsequent speeding event
occurred. For example, consider Table 27 which denotes speeding was observed at the fourth time-interval of the fourth epoch, denoted as 1, otherwise 0. As a result, the time elapsed between the two speeding events can be calculated as 

\[ t_{e,i} = (e - 1)Cdt + (i - 1)dt = \]

\[ (4 - 1) \times 4 \times 0.25 + (4 - 1) \times 0.25 = 3.75 \text{ hours}. \]

This relationship enables us to construct the utility function considering the time-intervals as choice alternatives in the MNL model. The utility function includes the duration dynamics as the first element and a vector of time-varying covariates as the last element. Notably, even static variables that do not change with time, such as the number of lanes associated with the highway segment, were transformed into dynamic covariates by multiplying them with the corresponding value of \( t_{e,i} \) to account for the effect of time elapsed.

\[
U_{s,e,i} = \beta_1 t_{e,i} + \cdots + r' X_{s,e,i} \tag{36}
\]

Alongside the four time-intervals, there is a fifth alternative to consider, signifying whether the next speeding event will be observed in the current epoch (0) or the next epoch (1). This particular choice alternative serves as the base with an intercept term and can be represented as follows.

\[
U_{s,e,C+1} = \beta_{C+1} \tag{37}
\]

Since speeding at any time-interval is conditional upon no prior speeding, the conditional probability for any time-interval can be expressed as follows.

\[
Pr(T_s = t_{e,i} | T_s > (e - 1)Cdt) = \frac{\exp(U_{s,e,i})}{\sum_{c=1}^{C} \exp(U_{s,e,c}) + \exp(U_{s,e,C+1})} \tag{38}
\]

The unconditional probability can be obtained by multiplying the conditional probability with the product of probabilities for the fifth alternative, as demonstrated in equation 39.

\[
Pr(T_s = t_{e,i}) = \frac{\exp(U_{s,e,i})}{\sum_{c=1}^{C} \exp(U_{s,e,c}) + \exp(U_{s,e,C+1})} \prod_{e=1}^{t-1} \frac{\exp(U_{s,e,C+1})}{\sum_{c=1}^{C} \exp(U_{s,e,c}) + \exp(U_{s,e,C+1})} \tag{39}
\]
Estimating the model parameters, represented as the vector \( n = (\beta_1, ..., r, \beta_{c+1})' \), involves maximizing the likelihood function associated with the probabilities in equation 39 across all speeding events and segments. It's essential to note that the data, after time discretization, takes the form of panel data with multiple speeding events observed at each segment. Thus, it becomes necessary to consider unobserved heterogeneity at the segment level. To address this, the vector of parameters for any segment is assumed to follow a multivariate normal distribution. The resulting mixed logit model is then estimated by integrating the vector of parameters over this distribution. The random parameters for the mixed logit model are obtained as Cholesky parameters by estimating the elements of the unconstrained lower triangular Cholesky matrix, represented as \( G \). This estimation is performed in relation to their variance-covariance matrix, denoted as \( S \), such that \( GG' = S \).

### Table 27

Example demonstrating the discretization of duration between speeding events

<table>
<thead>
<tr>
<th>Segment</th>
<th>Time next to next speeding (hours)</th>
<th>Epoch</th>
<th>First 15-min</th>
<th>Second 15-min</th>
<th>Third 15-min</th>
<th>Fourth 15-min</th>
<th>Next epoch</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>A</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>A</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>A</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

**Data**

**Speeding events**

This research focused on speeding incidents observed in a work zone set up on I-65 in Robertson County, Tennessee. The I-65 segments within the county are currently undergoing lane expansion in both North and Southbound lanes. The specific location of these interstate segments within Robertson County can be seen in Figure 16. Based on the data obtained from Google Maps Street View, it was determined that the work zone has been active since July 2022.
Therefore, the study period considered for this research spans from July 1, 2022, to May 31, 2023. The work zone consists of 14 INRIX Traffic Message Channel (TMC) segments presented in Table 28. To identify speeding events during the study period, speed data at 15-minute intervals was collected for these 14 TMCs, along with the reference speed for the highway segments. In the context of INRIX, the reference speed represents the average speed of vehicles over the study period. For this study, speeding was identified for any given time-interval whenever the average speed exceeded the reference speed by 10 mph. Employing this method, a total of 2,444 speeding events were identified. It is essential to note that each speeding event corresponds to a specific 15-minute time interval during which the average vehicle speed exceeded the reference speed by 10 mph.

![Figure 16 Location of TMC segments within Robertson County and weather station](image)

Table 28
TMC segments within the work zone

<table>
<thead>
<tr>
<th>TMC segments</th>
<th>Sequence</th>
<th>Length (mi)</th>
<th>TMC segments</th>
<th>Sequence</th>
<th>Length (mi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>121+04668</td>
<td>1</td>
<td>3.49</td>
<td>121-04670</td>
<td>1</td>
<td>3.48</td>
</tr>
<tr>
<td>121P04668</td>
<td>2</td>
<td>0.59</td>
<td>121N04670</td>
<td>2</td>
<td>0.55</td>
</tr>
<tr>
<td>121+04669</td>
<td>3</td>
<td>4.15</td>
<td>121-04669</td>
<td>3</td>
<td>4.48</td>
</tr>
<tr>
<td>121P04669</td>
<td>4</td>
<td>0.59</td>
<td>121N04669</td>
<td>4</td>
<td>0.53</td>
</tr>
<tr>
<td>121+04670</td>
<td>5</td>
<td>4.42</td>
<td>121-04668</td>
<td>5</td>
<td>4.07</td>
</tr>
<tr>
<td>121P04670</td>
<td>6</td>
<td>0.56</td>
<td>121N04668</td>
<td>6</td>
<td>0.63</td>
</tr>
<tr>
<td>121+04671</td>
<td>7</td>
<td>3.39</td>
<td>121-04667</td>
<td>7</td>
<td>3.46</td>
</tr>
</tbody>
</table>

Note: TMC segments with the character “P” or “N” represents segments with exit.
Data aggregation

As the INRIX TMC data only provides traffic flow information, additional datasets were utilized to obtain covariates that could effectively represent the highway and weather conditions in the segments during the study period and at the time of each speeding event. The following datasets were used for this purpose:

i. Traffic flow data: Traffic flow data was sourced from the TMC data provided by INRIX, as mentioned earlier. This data contained disaggregated traffic speed information, recorded at 5-minute intervals. This data was aggregated to 15-minute intervals for the purposes of model development and speeding identification. Moreover, the Coefficient of Variation (COV) was calculated for each 15-minute interval to factor in variations in speed. To address the presence of congestion, the travel time index was obtained at 15-minute intervals. Additionally, yearly averages for traffic composition were collected for each segment. All of this data played a crucial role in accurately representing the traffic characteristics conditions and characteristics affecting speeding events during the study period.

ii. Highway characteristics: The necessary highway characteristics were collected from the Enhanced Tennessee Roadway Information Management System (ETRIMS), a query-based highway information system managed by the Tennessee Department of Transportation. Among the variables obtained, terrain type, lighting conditions, roadway conditions, and illumination were found to be consistent across all segments and, therefore, were not included in the analysis. The retained variables were the number of lanes and the posted speed limit, as they varied across the segments and were considered essential for the study. A geospatial proximity approach was applied using road inventory data to integrate these
highway characteristics with the traffic flow data. This ensured that the relevant highway characteristics were properly aligned with each segment’s corresponding traffic flow data.

iii. **Weather conditions**: Weather data for the freeway segments was collected from the Local Climatological Data (LCD) recorded by the nearest weather station situated at Nashville International Airport. The hourly weather data was then merged with the traffic flow data based on the corresponding date and time. Figure 16 displays the weather station’s location relative to the interstate segments. Given that our prediction model's smallest temporal resolution was 15 minutes with 1-hour epochs, we integrated the hourly weather conditions to account for the impact of changing weather conditions. To achieve this, we multiplied the hourly weather conditions for the corresponding epoch with the time elapsed for each time interval. It is important to note that the hourly weather data includes multiple conditions observed within an hour, such as cloudy, rainy, and clear weather. For this study, we categorized the data into two main categories: "Clear" when no adverse weather conditions were observed in a particular hour, and "Other" when at least one adverse weather condition was noted. Additionally, hourly visibility data in miles was obtained as part of the weather conditions dataset. The descriptive statistics for the variables obtained from these datasets are presented in Table 29.

*Training and testing data*

After identifying the speeding events, 90% of them (2,200 events) were randomly selected to create forecasting epochs for generating the training data, as explained in the Methodology section. This selection process is referred to as Epoch level sampling (Thapa et al., 2022b). All the MNL and mixed logit models were estimated using this training data. The remaining 10% of
the speeding events were used to create the testing data for model validation. This data was used to assess the performance and accuracy of the models.

Table 29
Descriptive statistics of speeding events

<table>
<thead>
<tr>
<th>Categorical variables</th>
<th>Frequency of speeding</th>
<th>Relative abundance</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time of day when speeding was observed</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Early morning (6 a.m. to 9 a.m.)</td>
<td>133</td>
<td>5.44%</td>
</tr>
<tr>
<td>Late morning (9 a.m. to 12 p.m.)</td>
<td>8</td>
<td>0.33%</td>
</tr>
<tr>
<td>Early afternoon (12 p.m. to 3 p.m.)</td>
<td>14</td>
<td>0.57%</td>
</tr>
<tr>
<td>Late afternoon (3 p.m. to 6 p.m.)</td>
<td>10</td>
<td>0.41%</td>
</tr>
<tr>
<td>Evening (6 p.m. to 12 a.m.)</td>
<td>453</td>
<td>18.54%</td>
</tr>
<tr>
<td>Night (12 a.m. to 6 a.m.)</td>
<td>1,826</td>
<td>74.71%</td>
</tr>
<tr>
<td><strong>Weather condition</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clear</td>
<td>2,130</td>
<td>87.15%</td>
</tr>
<tr>
<td>Others</td>
<td>314</td>
<td>12.85%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Continuous variables</th>
<th>Min</th>
<th>Q1</th>
<th>Median</th>
<th>Mean</th>
<th>Q3</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time between speeding (hours)</strong></td>
<td>0.25</td>
<td>1.75</td>
<td>18.62</td>
<td>44.38</td>
<td>44.25</td>
<td>1,559</td>
</tr>
<tr>
<td><strong>Driving conditions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hourly visibility (miles)</td>
<td>0.12</td>
<td>9.94</td>
<td>10</td>
<td>9.229</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td><strong>Highway characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of lanes (both directions)</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4.58</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>Speed limit</td>
<td>55</td>
<td>55</td>
<td>55</td>
<td>61</td>
<td>70</td>
<td>70</td>
</tr>
<tr>
<td><strong>Traffic flow characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient of variation of speed</td>
<td>0</td>
<td>0.014</td>
<td>0.045</td>
<td>0.055</td>
<td>0.082</td>
<td>0.530</td>
</tr>
<tr>
<td>Travel time index</td>
<td>0.7</td>
<td>1</td>
<td>1</td>
<td>1.095</td>
<td>1.1</td>
<td>26.3</td>
</tr>
<tr>
<td>Peak hour (%)</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>7.95</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>Passenger vehicles (%)</td>
<td>67</td>
<td>67</td>
<td>69</td>
<td>68.41</td>
<td>69</td>
<td>70</td>
</tr>
<tr>
<td>Single unit trucks (%)</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Multiple unit trucks (%)</td>
<td>27</td>
<td>28</td>
<td>28</td>
<td>28.59</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>% Peak SU trucks</td>
<td>2.31</td>
<td>2.31</td>
<td>3.26</td>
<td>2.87</td>
<td>3.26</td>
<td>3.26</td>
</tr>
<tr>
<td>% Peak MU trucks</td>
<td>20.17</td>
<td>20.17</td>
<td>20.17</td>
<td>21.66</td>
<td>23.84</td>
<td>23.84</td>
</tr>
</tbody>
</table>

Results

The model estimation process involved two main steps. In the first step, a fixed parameter model was estimated. In the second step, the estimates obtained from this fixed model were then used as initial values for estimating the random parameter model. The mean parameters of our model estimations are shown in Table 30. The mean parameters exhibit similar values between the
models; however, the mixed MNL model stands out as a superior fit due to its lower log-likelihood value at convergence. The $t$-stat values for the mixed model are notably large suggesting low values of standard error for the respective estimates. Table 31 presents the Cholesky parameters for the mixed model with respective $t$-stat within parenthesis. The reader will note that the significant digits in the value of $t$-stat are reduced in the table to accommodate the results on the same page. The mean parameters presented in Table 30, such as those for the fixed model, can be utilized to construct the utility function for each alternative following equation 36 outlined in the Methodology section. This allows us to calculate the utility for each choice alternative,

$$U_{F/I\alpha\iota} = -1.582 \times t_{\alpha\iota} - 15.813 \times Hourly\ visibility\ morning + 2.187 \times Number\ of\ lanes \ldots$$

$$U_{Next\ epoch} = 4.065$$

The findings indicate that higher visibility is negatively correlated with speeding events. As the number of lanes increases, the likelihood of speeding events also increases. As anticipated, a higher travel time index, which reflects congestion, is negatively linked to speeding events. Speeding is most likely during late morning hours. It is worth noting that daytime variables that were statistically insignificant in the fixed parameter model were statistically significant in the mixed model. The effect of posted speed limit was positive in the fixed model but changed to negative in the mixed model ($\beta=0.789$, $t$-stat=9.67 versus $\beta=-1.036$, $t$-stat=-285.47). This suggests a strong presence of heterogeneity at the segment level. Segments with a higher peak hour percentage are positively associated with speeding. Surprisingly, clear weather conditions were found to be negatively associated with speeding, suggesting that drivers may be more cautious in clear weather compared to adverse weather conditions.
### Table 30
Mean parameters for fixed and mixed models

<table>
<thead>
<tr>
<th>Variable groups</th>
<th>Variables</th>
<th>Coeff. (t-stat)</th>
<th>Fixed model</th>
<th>Mixed model</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intercept</strong></td>
<td>Intercept</td>
<td>4.065 (26.300)</td>
<td>3.863</td>
<td>117.901</td>
</tr>
<tr>
<td><strong>Duration dynamic</strong></td>
<td>Time since speeding</td>
<td>-1.582 (-6.228)</td>
<td>-1.813</td>
<td>-196.957</td>
</tr>
<tr>
<td><strong>Driving condition</strong></td>
<td>Hourly visibility (miles)</td>
<td>-15.813 (-6.233)</td>
<td>-18.131</td>
<td>-209.859</td>
</tr>
<tr>
<td></td>
<td>Number of lanes</td>
<td>2.187 (2.876)</td>
<td>2.298</td>
<td>110.530</td>
</tr>
<tr>
<td><strong>Highway characteristics</strong></td>
<td>Posted speed limit (mph)</td>
<td>0.789 (9.667)</td>
<td>-1.036</td>
<td>-285.468</td>
</tr>
<tr>
<td></td>
<td>Segment length (mi)</td>
<td>-0.242 (-2.800)</td>
<td>-0.762</td>
<td>-41.076</td>
</tr>
<tr>
<td></td>
<td>Coefficient of variation (Speed)</td>
<td>1.357 (3.276)</td>
<td>0.327</td>
<td>5.739</td>
</tr>
<tr>
<td></td>
<td>Travel time index</td>
<td>-0.664 (-4.152)</td>
<td>-1.862</td>
<td>-25.511</td>
</tr>
<tr>
<td><strong>Traffic flow characteristics</strong></td>
<td>DHV %</td>
<td>6.464 (5.404)</td>
<td>3.930</td>
<td>38.579</td>
</tr>
<tr>
<td></td>
<td>SU Tracks %</td>
<td>-4.746 (-6.23)</td>
<td>-5.441</td>
<td>-208.491</td>
</tr>
<tr>
<td></td>
<td>MU Trucks %</td>
<td>14.383 (6.059)</td>
<td>4.601</td>
<td>11.322</td>
</tr>
<tr>
<td></td>
<td>% Peak SU Trucks</td>
<td>-9.645 (-6.158)</td>
<td>-9.275</td>
<td>-330.679</td>
</tr>
<tr>
<td></td>
<td>% Peak MU Trucks</td>
<td>-14.564 (-6.406)</td>
<td>-23.581</td>
<td>-60.451</td>
</tr>
<tr>
<td><strong>Time of day</strong></td>
<td>Early morning (6 a.m. to 9 a.m.)</td>
<td>0.172 (0.274)*</td>
<td>0.320</td>
<td>37.412</td>
</tr>
<tr>
<td>(base=Night (12 a.m. to 6 a.m.))</td>
<td>Late morning (9 a.m. to 12 p.m.)</td>
<td>9.644 (4.798)</td>
<td>9.713</td>
<td>2042.216</td>
</tr>
<tr>
<td></td>
<td>Early afternoon (12 p.m. to 3 p.m.)</td>
<td>3.989 (1.746)*</td>
<td>4.027</td>
<td>1074.780</td>
</tr>
<tr>
<td></td>
<td>Late afternoon (3 p.m. to 6 p.m.)</td>
<td>1.587 (0.839)*</td>
<td>1.622</td>
<td>427.829</td>
</tr>
<tr>
<td></td>
<td>Evening (6 p.m. to 12 a.m.)</td>
<td>0.028 (0.113)*</td>
<td>-1.093</td>
<td>-18.650</td>
</tr>
<tr>
<td><strong>Weather condition</strong></td>
<td>Clear</td>
<td>-1.582 (-6.228)</td>
<td>-1.862</td>
<td>-25.511</td>
</tr>
<tr>
<td>(base = Other)</td>
<td>Observations</td>
<td>97,346</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Average initial LL</td>
<td>-0.381</td>
<td>-0.381</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Average final LL</td>
<td>-0.133</td>
<td>-0.124</td>
<td></td>
</tr>
<tr>
<td></td>
<td>McFadden’s R-squared</td>
<td>0.651</td>
<td>0.674</td>
<td></td>
</tr>
</tbody>
</table>

*Indicates the variables were not statistically significant at 5% level of significance

**Validation**

Validation of the prediction model was performed at two levels, first, the ability of the model to predict the epoch where speeding was observed and second, the accuracy of model’s prediction regarding the time-interval at which speeding was observed.

i. Epoch level prediction: At the epoch level, we introduced a new measure called Predicted Temporal Proximity ($PTP$)

$$ PTP = \left| \frac{\text{Predicted over speeding epoch} - \text{Actual overspeeding epoch}}{\text{Actual over speeding epoch}} \right| \times 100\% $$

to assess the model's performance in predicting the epoch when speeding was observed. A
lower value of PTP indicates a more accurate prediction of the epoch of speeding. To evaluate the model's predictive ability across different temporal ranges, we created subsets of the test data by removing speeding events that occurred at higher numbers of epochs. We then calculated the average value of PTP for each subset.

The results from the average PTP, as shown in Figure 17 indicate that speeding events observed within 25 epochs of the last speeding event have notably smaller PTP values. For instance, when considering speeding that occurred within 5 epochs, the average PTP is 61%. However, this average PTP increases to 76% when considering speeding within 25 epochs. These findings suggest that the model's predictions are more accurate for road segments where speeding is more commonly observed. Additionally, the model suggests that predictions become less reliable as the number of epochs increases, indicating a potential decrease in accuracy for predicting speeding events that are farther apart in time.

ii. Time-interval level prediction: The model's predictions at the time-interval level were evaluated by considering the rates of False Positive (FP), False Negative (FN), True Positive (TP), and True Negative (TN) using two key metrics: Specificity and Sensitivity.

![Figure 17 Value of PTP for different subset of test data](image)
Figure 18 Change in probability of outcomes with change in variables
### Table 31
Correlated random parameter model (Cholesky parameters)

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-1.311</td>
<td>-0.345</td>
<td>1.245</td>
<td>0.759</td>
<td>0.028</td>
<td>-0.089</td>
<td>0.045</td>
<td>1.311</td>
<td>1.242</td>
<td>-0.072</td>
<td>1.116</td>
<td>1.343</td>
<td>2.697</td>
<td>0.199</td>
<td>1.248</td>
<td>0.018</td>
<td>-0.095</td>
<td>-0.273</td>
<td>-0.272</td>
</tr>
<tr>
<td></td>
<td>(-24)</td>
<td>(-11)</td>
<td>(23)</td>
<td>(41)</td>
<td>(1)</td>
<td>(-3)</td>
<td>(1)</td>
<td>(30)</td>
<td>(18)</td>
<td>(-4)</td>
<td>(27)</td>
<td>(24)</td>
<td>(32)</td>
<td>(3)</td>
<td>(19)</td>
<td>(0)</td>
<td>(10)</td>
<td>(-1)</td>
<td>(-3)</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0.225</td>
<td>0.604</td>
<td>0.001</td>
<td>0.039</td>
<td>0.049</td>
<td>0.098</td>
<td>0.906</td>
<td>0.006</td>
<td>0.012</td>
<td>0.02</td>
<td>0.033</td>
<td>0.037</td>
<td>0.023</td>
<td>0.015</td>
<td>0.007</td>
<td>0.048</td>
<td>0.056</td>
<td>0.068</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0.232</td>
<td>-1.066</td>
<td>-1.856</td>
<td>-1.01</td>
<td>-0.564</td>
<td>0.177</td>
<td>-0.54</td>
<td>-0.122</td>
<td>-0.215</td>
<td>0.147</td>
<td>0.11</td>
<td>0.464</td>
<td>0.197</td>
<td>-0.682</td>
<td>-0.159</td>
<td>0.215</td>
<td>-0.031</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>(11)</td>
<td>(-16)</td>
<td>(-19)</td>
<td>(-18)</td>
<td>(-16)</td>
<td>(-19)</td>
<td>(-14)</td>
<td>(-14)</td>
<td>(-13)</td>
<td>(13)</td>
<td>(2)</td>
<td>(17)</td>
<td>(19)</td>
<td>(-16)</td>
<td>(-17)</td>
<td>(-19)</td>
<td>(-8)</td>
</tr>
<tr>
<td>4</td>
<td>-1.329</td>
<td>1.329</td>
<td>0.546</td>
<td>0.565</td>
<td>0.658</td>
<td>0.627</td>
<td>0.676</td>
<td>0.856</td>
<td>0.535</td>
<td>0.147</td>
<td>0.681</td>
<td>0.534</td>
<td>0.817</td>
<td>0.779</td>
<td>1.495</td>
<td>-0.039</td>
<td>-0.035</td>
<td>0.302</td>
<td>1.154</td>
</tr>
<tr>
<td>5</td>
<td>0.095</td>
<td>0.095</td>
<td>0.759</td>
<td>0.427</td>
<td>0.357</td>
<td>0.144</td>
<td>0.147</td>
<td>0.177</td>
<td>0.11</td>
<td>0.045</td>
<td>0.028</td>
<td>0.098</td>
<td>0.292</td>
<td>0.463</td>
<td>0.233</td>
<td>0.073</td>
<td>0.044</td>
<td>0.005</td>
<td>0.068</td>
</tr>
<tr>
<td>6</td>
<td>0.072</td>
<td>0.072</td>
<td>0.072</td>
<td>0.072</td>
<td>0.072</td>
<td>0.072</td>
<td>0.072</td>
<td>0.072</td>
<td>0.072</td>
<td>0.072</td>
<td>0.072</td>
<td>0.072</td>
<td>0.072</td>
<td>0.072</td>
<td>0.072</td>
<td>0.072</td>
<td>0.072</td>
<td>0.072</td>
<td>0.072</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Note:** 1 = Intercept, 2 = Time since speeding, 3 = COV (speed), 4 = Posted speed limit, 5 = Number of lanes, 6 = DHV %, 7 = SU Tracks %, 8 = MU Tracks %, 9 = % Peak SU Trucks, 10 = % Peak MU Trucks, 11 = Segment length (mi), 12 = Early morning (6 a.m. to 9 a.m.), 13 = Late morning (9 a.m. to 12 p.m.), 14 = Early afternoon (12 p.m. to 3 p.m.), 15 = Late afternoon (3 p.m. to 6 p.m.), 16 = Evening (6 p.m. to 12 a.m.), 17 = Visibility (miles), 18 = Clear weather, 19 = Travel time index.
As presented by equation 40, Specificity is defined as the proportion of correctly identified non-speeding intervals (TN) among all the non-speeding intervals (TN + FP). It represents the model's ability to predict the absence of speeding events accurately. Sensitivity, on the other hand, as presented in equation 41 is defined as the proportion of correctly identified speeding intervals (TP) among all the speeding intervals (TP + FN). It measures the model's ability to predict the presence of speeding events correctly.

\[
\text{Specificity} = \frac{\text{True Negatives (TN)}}{\text{True Negatives (TN)} + \text{False Positives (FP)}}
\]

\[
\text{Sensitivity} = \frac{\text{True Positives (TP)}}{\text{True Positives (TP)} + \text{False Negatives (FN)}}
\]

Model predictions results were: TN=544, TP=56, FP=188, FN=188, Specificity=0.74, Sensitivity=0.23. High Specificity indicates low false positives, while low value of Sensitivity suggests a high rate of false negatives. It is important to consider that after reformulating the speeding data, there is a preponderance of 0s (non-speeding intervals) compared to 1s (speeding intervals). Given this imbalance, the low Sensitivity is expected. The model may tend to predict non-speeding intervals (TN) more accurately but struggle to identify all the instances of speeding intervals (TP). This is a common challenge in models dealing with imbalanced datasets, and further efforts may be required to improve the Sensitivity while maintaining a high Specificity.

**Discussion**

Utilizing the capability of parametric regression models to derive variable effects, we examined the influence of several variables on speeding probability. The variables considered in this investigation are listed below. The influence of other variables can also be derived in similarly.
Effect of time: Figure 18(a) demonstrates that the effect of time on speeding remains consistent across the four alternatives. As the time since the last speeding event increases, the probability of speeding steadily rises with each time interval. In this analysis, the time since the last speeding event is scaled between a minimum value of 0 and a maximum value of 1 to avoid the undue influence of large differences between the minimum and maximum time values.

Effect of visibility: Figure 18(b) illustrates that as visibility increases, the likelihood of speeding decreases for the first and second time intervals, but steadily increases afterward.

Effect of number of lanes: Figure 18(c) demonstrates that the increase in the probability of speeding is characterized by an upward curve as the number of lanes increases. However, it is worth noting that the differences between the time intervals themselves are not easily distinguishable. In other words, there is a non-linear increase in the probability of speeding with an increase in the number of lanes.

Effect of COV: The effect of the coefficient of variation of speed appears to be linear (see Figure 18(d)). While there is a small difference between the probabilities observed at the second and third time intervals, the difference between the first and fourth time intervals is more noticeable.

Effect of segment length: As discussed in the literature review section, studies have indicated that work zones with longer lane closures are more prone to speeding (Hamdar et al., 2016). The findings from this study align with those observations, showing that with an increase in highway segment length, the average vehicle speed, and consequently the probability of speeding, also increases, as depicted in Figure 18(e).

Effect of travel time index: A travel time index greater than 1 indicates a longer travel time than expected based on the operating speed limit, suggesting a congestion condition. Interestingly,
Figure 18(f) reveals that the probability of speeding rises sharply when the values of the travel time index are less than 6. However, beyond a travel time index of 6, the probability of speeding remains relatively constant. Additionally, no significant difference in probabilities is observed across different time intervals.

**Conclusion**

A well-functioning transportation system requires significant highway construction and maintenance to ensure efficiency. However, increased construction activities also expose workers to hazardous traffic conditions, which raises the risk of crashes. Despite implementing safety equipment, measures, laws, and policies, ensuring driver compliance with safety measures remains a concern. Enforcing reduced speed limits in work zones proves challenging due to the inherent nature of such work zones, leading to abrupt speed changes and speed violations that significantly contribute to crashes. Moreover, it is well-established that higher speeds are linked to more severe crashes, further amplifying the safety risks associated with work zones.

The objective of this study was to introduce a novel approach for predicting speeding, especially in work zones where it poses a significant threat to road users. Discretized duration framework was used, which allows to consider past speeding trends using historical data and real-time factors like weather, traffic flow, and highway characteristics to estimate the likelihood of speeding in discrete time intervals. Using this modeling framework, we can forecast future speeding behavior by treating these time intervals as choice alternatives in a MNL model. We focused on speeding events on I-65 in Robertson County, Tennessee, to test this approach. We utilized traffic speed and speeding identification data from INRIX, highway characteristics from ETRIMS, and weather data from LCD. The model successfully identified major contributors to speeding and demonstrated reasonably accurate predictive abilities, as evaluated using metrics.
like PTP, Specificity, and Sensitivity. The average value of PTP indicates that the model can predict speeding within 61% of its time of occurrence. With Specificity at 0.74 and Sensitivity at 0.26, the model shows low false-positives and high false negatives. Overall, the model predictions suggest that transportation agencies can implement it to predict speeding events in real-time with a fair degree of accuracy.

It is important to note that reformulating speeding events using binary variables for speeding identification resulted in a prevalence of 0s over 1s in the data. This results in low value of Sensitivity. Future research could explore ways to improve model performance by addressing this class imbalance, for example, by using techniques like Synthetic Minority Oversampling Technique (SMOTE). In addition, the effect of different work zone enforcement techniques and strategies can also be studied.
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6. Conclusion

Traffic safety poses a significant concern in industrialized nations, where it remains a leading cause of fatalities, particularly among younger individuals. While advances in vehicular technologies have contributed to a reduction in crashes to some extent, transportation planners and safety officials stand to benefit even more by gaining the ability to predict crashes, or at the very least, identify hazardous traffic conditions and their impact on safety. In this context, the current dissertation aimed to investigate the application of duration models for diagnostic and predictive analysis. Furthermore, it introduced a novel approach for the diagnostic analysis of crashes and developed an innovative econometric framework for a real-time crash prediction model based on duration models. These accomplishments were collectively attained through four distinct studies.

The first study aimed to enhance our understanding of the role of Work Zone Intrusion Alert Systems (WZIAS) in improving work zone safety by conducting field experiments. This research identified three commonly used WZIAS and examined how their placement impacted worker responses. To analyze the results, the study employed duration models. These models were used to assess the time it took for workers to respond when WZIAS were present. Non-parametric Kaplan-Meier estimators and semi-parametric Cox Proportional Hazard models were utilized for this analysis.

The study's findings led to actionable recommendations for optimizing the use and placement of these systems, along with suggested modifications to the existing Manual on Uniform Traffic Control Devices (MUTCD) guidelines regarding work zone setup, all aimed at enhancing work zone safety. Specifically, the study recommends reducing the posted speed limit and increasing the buffer length as necessary measures to improve work zone safety. The
placement of WZIAS within the work zone, including the specification of buffer length, should be determined based on the transmission range of the WZIAS (work zone coverage).

The second study implemented a real-time crash prediction framework based on a duration model. This framework established a direct relationship between choice models and duration models. To achieve this, the study proposed reformulation of historical crash data by discretizing the time duration between crashes into more practical forecasting window, specifically one-hour epochs and 15-minute intervals. By doing so, it is possible to treat the outcomes within each time interval as alternatives in a Multinomial Logit (MNL) model. This innovative approach allowed for the incorporation of dynamic covariates since each alternative could be associated with the respective dynamic covariate values for that time interval. This model framework was put into practice using crash data observed in 2019 on interstates I-40 and I-55 in Memphis, Tennessee. These interstates were segmented based on speed limits, the number of lanes, and terrain types for analysis. Dynamic covariates related to traffic flow, such as speed and volume, for these segment forecasting windows were collected from RDS stations at 15-minute intervals.

In total, 1,174 crashes were utilized for analysis after excluding those near entry and exit ramps. The mean duration of crashes was found to be 652 hours. However, the reformulation of the data significantly increased the dataset size, resulting in approximately 700,000 observations. This complexity in data size posed challenges to model training, which was essential for achieving real-time crash prediction. To address this challenge, the study explored various sampling techniques to identify the most effective strategy for reducing estimation complexity while maintaining reasonably accurate parameter estimates. It was found that sampling 25% of the data at the epoch level proved to be the ideal approach. This approach reduced estimation
time to approximately one-fourth of the original time, with only a marginal 1.25% change in the predicted log-likelihood compared to the model trained on the full dataset.

In a subsequent study, the duration-based crash prediction framework was expanded to encompass crash severities. To achieve this, the MNL model was adapted into a two-level nested logit model, where crash occurrences and severities were considered in the upper and lower levels, respectively. Furthermore, the analysis was extended to include two additional interstates in Chattanooga, namely I-24 and I-75, extending the scope for better generalization of findings. Given the need for smaller samples to address estimation complexity issues, the study investigated the impact of sampling on parameter estimates to identify which covariates were most sensitive to sampling. This investigation was particularly crucial from a stability perspective, helping to better understand the effect of sampling on the consistency and accuracy of parameter estimates.

The findings indicated that drawing a 15% sample at the epoch level struck a balanced approach, reducing the dataset size while maintaining reasonable predictive accuracy. A stability analysis of predictor variables across different samples revealed that certain variables, such as Time of day (Early afternoon), Weather condition (Clear), Lighting condition (Daytime), Illumination (Illuminated), and Volume, required larger samples for more accurate coefficient estimation. Conversely, variables like Daytime (Early morning, Late morning, Late afternoon), Lighting condition (Dark lighted), Terrain (Flat), Land use (Commercial, Rural), Number of lanes, and Speed converged towards true estimates with small incremental increases in sample size. Furthermore, the model's predictions regarding crash occurrence were validated by introducing a novel metric known as Predicted Temporal Proximity (PTP). This metric quantifies how closely the predicted crash time-interval aligns with the actual crash time-interval in the test
sample. A lower PTP value suggests that the predicted time-interval is closer to the actual time-interval. Additionally, Sensitivity and Specificity were employed to evaluate the model's performance in terms of false positive and false negative predictions for crash severities. The results indicate that the model framework provides a reasonably accurate predictive capability. Notably, the rate of false positives is lower when compared to the rate of false negatives, reflecting high Specificity and low Sensitivity. It's worth highlighting that the accuracy of crash occurrence prediction is influenced by the duration between consecutive crashes. In other words, the prediction is more accurate for roadway segments where crashes occur more frequently, resulting in shorter inter-crash durations. For example, a PTP of 60% was achieved for crashes occurring within 100 epochs, whereas a PTP of 74% was obtained for crashes occurring within 1,000 epochs.

In the final study, the duration-based crash prediction framework was applied to forecast instances of speeding in work zones, showcasing its versatility. This involved utilizing speed data from INRIX for 14 Traffic Message Channel segments of I-65. The time intervals between speeding incidents were discretized into one-hour epochs and 15-minute intervals. Notably, this study incorporated local climatological data as a dynamic covariate in the model. Furthermore, to account for segment-specific effects, the prediction framework was estimated as a mixed model.

The study identified several significant predictors of speeding, including visibility, the number of lanes, posted speed limit, segment length, coefficient of variation in speed, and travel time index. Among these variables, the number of lanes, posted speed limit, and coefficient of variation in speed showed positive associations with speeding. In contrast, visibility, segment length, and travel time index exhibited negative associations with speeding. The results also indicated strong evidence of segment-specific unobserved heterogeneity. Similar to the previous
study, the model's validation using the PTP metric suggested that the model's predictions are more accurate for segments where the duration between speeding incidents is shorter. Sensitivity and Specificity metrics also yielded similar findings, with high Specificity and low Sensitivity in the model's predictions.

While this dissertation made significant strides in addressing limitations, there remain several promising avenues for future research. Firstly, an ongoing challenge in crash analysis is the disproportionate presence of "non-crash" events compared to actual "crashes" in the data. This issue, which was observed in all the studies within this dissertation, becomes particularly pronounced in the duration-based crash prediction framework due to the data reformulation. Therefore, future studies should consider implementing data balancing techniques before model training and analysis. One such technique is the Synthetic Minority Oversampling Technique (SMOTE), which can help balance the dataset and potentially improve parameter estimates and prediction accuracy. Secondly, it is worthwhile to explore more efficient approaches to model estimation that allow for the use of complete data rather than relying on sampled data. One avenue to investigate is model training using parallel or distributed computing. This approach could enhance the ability to calculate crash probabilities in real-time and assess the model's effectiveness through real-world implementation. By leveraging advanced computing techniques, researchers may be able to achieve more robust and scalable models for traffic safety prediction.
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